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#### Abstract

Baker (2019), Bárány and Käenmäki (2019) independently showed that there exist iterated function systems without exact overlaps and there are super-exponentially close cylinders at all small levels. We adapt the method of Baker and obtain further examples of this type. We prove that for any algebraic number $\beta \geqslant 2$ there exist real numbers $s, t$ such that the iterated function system $$
\left\{\frac{x}{\beta}, \frac{x+1}{\beta}, \frac{x+s}{\beta}, \frac{x+t}{\beta}\right\}
$$ satisfies the above property.


## 1. Introduction

An iterated function system is a family $\Phi=\left\{\varphi_{i}\right\}_{i \in \Lambda}$ of finite contraction maps on $\mathbf{R}^{d}$. Hutchinson [11] proved that there exists a unique non-empty compact set $X \subset \mathbf{R}^{d}$ such that

$$
X=\bigcup_{i \in \Lambda} \varphi_{i}(X)
$$

We call $X$ the self-similar set of $\Phi$ if all $\varphi_{i}$ are similarity maps. One of the fundamental problems in fractal geometry is to determine the Hausdorff dimension of self-similar sets, see [6] for the definition and basic properties of Hausdorff dimension. In this paper we use $\operatorname{dim} E$ to denote the Hausdorff dimension of the set $E$.

There are various dimensions for measuring a given set, and their values may be different in general, see e.g. [6, 14]. However, Falconer [5] proved that self-similar sets always have equal Hausdorff and box dimensions.

For any self-similar set $X$, there is a trivial upper bound for $\operatorname{dim} X$. More precisely, let $\Phi=\left\{r_{i} x+t_{i}\right\}_{i \in \Lambda}$ with $0<\left|r_{i}\right|<1, t_{i} \in \mathbf{R}^{d}, i \in \Lambda$ and $\Lambda$ has finitely many elements. Let $\operatorname{dim}_{S} \Phi$ be the unique solution $s$ such that $\sum_{i \in \Lambda}\left|r_{i}\right|^{s}=1$, then we have, see [6, Chapter 9],

$$
\begin{equation*}
\operatorname{dim} X \leqslant \min \left\{d, \operatorname{dim}_{S} \Phi\right\} . \tag{1.1}
\end{equation*}
$$

Hutchinson [11] proved that if $\Phi$ satisfies the open set condition then the equality holds in (1.1). We remark that there are many other separation conditions which are often added on $\Phi$, see e.g. [13, 4, 15] for more details.

We say that there is a dimension drop for $\Phi$ if the strict inequality holds in (1.1). It is not hard to show that the dimension drop occurs when $\Phi$ has sufficiently many exact overlaps, see [10].

For $\mathbf{i}=i_{1} \ldots i_{n} \in \Lambda^{n}$ denote $\varphi_{\mathbf{i}}=\varphi_{i_{1}} \circ \ldots \circ \varphi_{i_{n}}$. We say that $\Phi$ has exact overlaps if there exist $\mathbf{i}, \mathbf{j} \in \Lambda^{n}$ with $\mathbf{i} \neq \mathbf{j}$ such that $\varphi_{\mathbf{i}}=\varphi_{\mathbf{j}}$. Note that the set $\varphi_{\mathbf{i}}(X)$ is often called a cylinder of $\Phi$ or $X$. We remark that for $d=1$, so far the exact overlaps are

[^0]the only known cause for the dimension drop. We have the following conjecture, see [17], and for the recent achievements, see [16, 18].

Conjecture 1.1. Let $\Phi$ be an IFS consisting of similarity maps on $\mathbf{R}$. If there is a dimension drop for $\Phi$, then $\Phi$ has exact overlaps.

Hochman [9] proved that if there is a dimension drop for $\Phi$ then there are superexponentially close cylinders. To be precise, following Hochman [10] we use the following notation to quantify the amount of overlaps. Define a distance $d(\cdot, \cdot)$ between any two similarities $\varphi(x)=a x+b$ and $\varphi^{\prime}(x)=a^{\prime} x+b^{\prime}$ by

$$
d\left(\varphi, \varphi^{\prime}\right)=\left|b-b^{\prime}\right|+|\log | a|-\log | a^{\prime}| | .
$$

For a given IFS $\Phi=\left\{\varphi_{i}\right\}_{i \in \Lambda}$ and $n \in \mathbf{N}$ denote

$$
\begin{equation*}
\Delta_{n}=\min \left\{d\left(\varphi_{\mathbf{i}}, \varphi_{\mathbf{j}}\right): \mathbf{i}, \mathbf{j} \in \Lambda^{n}, \mathbf{i} \neq \mathbf{j}\right\} . \tag{1.2}
\end{equation*}
$$

Note that there are exact overlaps if and only if $\Delta_{n}=0$ for some $n$. Moreover for any IFS $\Phi$ there exists $0<c<1$ such that $\Delta_{n} \leqslant c^{n}$ for all large enough $n$. Clearly there is an IFS $\Phi$ such that $\Delta_{n} \geqslant c^{n}$ for some $c>0$ and all $n \in \mathbf{N}$, for instance the generating IFS $\left\{\frac{1}{3} x, \frac{1}{3} x+\frac{2}{3}\right\}$ of the Cantor ternary set.

For an IFS $\Phi$ on $\mathbf{R}$ Hochman [9] proved that if

$$
\operatorname{dim} X<\min \left\{1, \operatorname{dim}_{s} \Phi\right\}
$$

then for any $c>0$ there exists $N$ such that for all $n \geqslant N$ one has

$$
\begin{equation*}
\Delta_{n} \leqslant c^{n} \tag{1.3}
\end{equation*}
$$

We remark that this leads to many applications in the dimension theory of self-similar sets, see [9] for more details.

By the above result of Hochman and Conjecture 1.1, it is natural to ask whether an IFS $\Phi$ on $\mathbf{R}$ such that the estimate (1.3) holds (for any $c>0$ and all large enough $n$ ) would imply the IFS $\Phi$ has exact overlaps, see [10]. For this direction, Baker [1], Bárány and Käenmäki [3] independently showed that there exists an IFS $\Phi$ without exact overlaps and there are super-exponentially close cylinders at all small levels. More precisely, for any positive sequence $\left\{\varepsilon_{n}\right\}$ Baker [1], Bárány and Käenmäki [3] showed that there exists an IFS $\Phi$ without exact overlaps such that

$$
\begin{equation*}
\Delta_{n} \leqslant \varepsilon_{n}, \quad \forall n \in \mathbf{N} \tag{1.4}
\end{equation*}
$$

In this paper, by adapting the method of Baker [1] we obtain further examples of this type. The IFS of Baker is the form

$$
\begin{align*}
\Phi_{s, t}=\left\{\varphi_{1}(x)\right. & =\frac{x}{2}, \varphi_{2}(x)=\frac{x+1}{2}, \varphi_{3}(x)=\frac{x+s}{2}, \varphi_{4}(x)=\frac{x+t}{2}  \tag{1.5}\\
\varphi_{5}(x) & \left.=\frac{x+1+s}{2}, \varphi_{6}(x)=\frac{x+1+t}{2}\right\} .
\end{align*}
$$

Precisely, Baker [1] showed that for any positive sequence $\left\{\varepsilon_{n}\right\}$ there exist $s, t \in \mathbf{R}$, such that the IFS $\Phi_{s, t}$ satisfies (1.4). Roughly speaking, Baker's arguments can be divided into three steps. Firstly, for the above IFS $\Phi_{s, t}$, there is a "nice" upper bound for $\Delta_{n}$ depending on the Diophantine properties of $s$ and $t$ (i.e., whether the numbers $s$ and $t$ can be well approximately by rational numbers). Secondly, using the properties of continued fractions (with integer elements), Baker [1] construct two numbers $s, t \in \mathbf{R}$ such that for the IFS $\Phi_{s, t}$ of (1.5) one has $\Delta_{n} \leqslant \varepsilon_{n}$ for all $n \in \mathbf{N}$. Thirdly, show that the IFS $\Phi_{s, t}$ satisfies the desired property.

Baker [1, Remark 2.2] also showed that if we take the fraction $1 / 8$ instead of $1 / 2$ in (1.5), we can also find $s, t \in \mathbf{R}$ such that the IFS $\Phi_{s, t}$ satisfies (1.4). Moreover, [1, Remark 2.2] implies that we could take any other natural numbers ( $\geqslant 2$ ) instead of $1 / 2$ in (1.5) to obtain the desired IFS. Indeed this is our start point of this paper, by adapting the method of Baker [1] and mimicking his argument, we can take algebraic number instead of $1 / 2$ in (1.5) to obtain the desired IFS. We also use the above three steps of Baker, however for the non-integer case $\beta$ we will use the continued fractions with non-integer elements which is the main difference from [1].

Our contribution is that, except the previous examples of Baker [1], Bárány and Käenmäki [3], we provide further IFS without overlaps and there are superexponentially close cylinders at all small levels.

We consider the following variant IFS of (1.5),

$$
\Phi_{\beta, s, t}=\left\{\frac{x}{\beta}, \frac{x+1}{\beta}, \frac{x+s}{\beta}, \frac{x+t}{\beta}\right\} .
$$

For convenience we write $\Phi_{\beta, s, t}=\left\{\varphi_{i}\right\}_{i \in \Lambda}$ where $\Lambda=\{1,2,3,4\}$. Moreover, with respect to (1.2), for $n \in \mathbf{N}$ denote

$$
\begin{equation*}
\Delta_{n}(\beta, s, t)=\min \left\{\left|\varphi_{\mathbf{i}}(0)-\varphi_{\mathbf{j}}(0)\right|: \mathbf{i}, \mathbf{j} \in \Lambda^{n}, \mathbf{i} \neq \mathbf{j}\right\} . \tag{1.6}
\end{equation*}
$$

Theorem 1.2. Let $\beta \geqslant 2$ be an algebraic number. Then for any positive sequence $\left\{\varepsilon_{n}\right\}$ there exists $\Phi_{\beta, s, t}$ without exact overlaps and

$$
\Delta_{n}(\beta, s, t) \leqslant \varepsilon_{n}, \quad \forall n \in \mathbf{N} .
$$

We remark that (in our setting) for any algebraic $\beta \geqslant 2$ and the self-similar set $X$ of the IFS $\Phi_{\beta, s, t}$ of Theorem 1.2, Rapaport [16] showed that

$$
\operatorname{dim} X=\min \left\{1, \frac{\log 4}{\log \beta}\right\} .
$$

We note that there are self-similar measures which are related to self-similar sets. The conjecture 1.1 can also be formulated to the self-similar measures as well, see [1, 10, 16].

We remark that recently Baker [2] gives a more general construction such that his general example will contain the example in [1] and the example of this paper as well, moreover his construction allows for transcendental similarity ratios. However, we think that it is still meaningful to show the explicit construction of the example in the Theorem 1.2 by using the properties of continued fractions and algebraic numbers.

## 2. Preparation

2.1. Notation. Let $\beta \geqslant 2$ be a fixed algebraic number throughout the paper. Denote

$$
\begin{aligned}
\mathbf{P}_{\beta} & =\left\{\beta^{n}: n=0,1,2, \ldots\right\} \\
\mathbf{Z}_{\beta} & =\{f(\beta): f \in \mathbf{Z}[x]\} \\
\mathbf{Q}_{\beta} & =\left\{f / g: f, g \in \mathbf{Z}_{\beta}, g \neq 0\right\} .
\end{aligned}
$$

For a number $f(\beta) \in \mathbf{Z}_{\beta}$ we sometimes regard $f(\beta)$ as a polynomial with the indeterminate $\beta$ when there is no confusion. Thus the degree of $f(\beta)$ is understood as the degree of $f \in \mathbf{Z}[x]$.
2.2. Iterated function system $\boldsymbol{\Phi}_{\beta, s, t}$. We first introduce the following " $\beta$ based" sets.

$$
\begin{equation*}
\mathcal{B}_{n}=\left\{\sum_{j=1}^{n} \omega_{j} \beta^{j-1}: \omega_{j} \in\{0,1\}\right\} \quad \text { and } \quad \mathcal{B}=\bigcup_{n=1}^{\infty} \mathcal{B}_{n} \tag{2.1}
\end{equation*}
$$

Note that by the restriction $\beta \geqslant 2$ any element in $\mathcal{B}$ has a unique representation. Indeed this follows by the fact that for any $k \geqslant 1$ we have

$$
\beta^{k}>\beta^{k-1}+\ldots+1
$$

We remark that this is the reason of letting $\beta \geqslant 2$ in Theorem 1.2.
In analogy of Baker [1, Lemma 2.1] we have the following upper bound for $\Delta_{n}(\beta, s, t)$.

Lemma 2.1. For the $\operatorname{IFS} \Phi_{\beta, s, t}$ and $n \in \mathbf{N}$ we have

$$
\Delta_{n}(\beta, s, t) \leqslant \beta^{-n} \min \left\{\min _{\substack{p, q \in \mathcal{B}_{n} \\(p, q) \neq(0,0)}}|q s-p|, \min _{\substack{p, q \in \mathcal{B}_{n} \\(p, q) \neq(0,0)}}|q t-p|\right\} .
$$

Proof. Observe that

$$
\left\{\varphi_{\mathbf{i}}(0): \mathbf{i} \in \Lambda^{n}\right\}=\left\{\sum_{j=1}^{n} c_{j} \beta^{-j+1}: c_{j} \in\{0,1 / \beta, s / \beta, t / \beta\}\right\} .
$$

Recall that the arithmetic sum of sets $X, Y \subseteq \mathbf{R}$ is defined as

$$
X+Y=\{x+y: x \in X, y \in Y\}
$$

Moreover for $\rho \in \mathbf{R}$ denote $\rho X=\{\rho x: x \in X\}$. Let $A=\{0,1, s, t\}$ then

$$
\begin{equation*}
\left\{\varphi_{\mathbf{i}}(0): \mathbf{i} \in \Lambda^{n}\right\}=\beta^{-n}\left(A+\beta A+\ldots+\beta^{n-1} A\right) \tag{2.2}
\end{equation*}
$$

Applying (2.1) we derive

$$
\mathcal{B}_{n} \cup s \mathcal{B}_{n} \cup t \mathcal{B}_{n} \subseteq A+\beta A+\ldots+\beta^{n-1} A .
$$

Combining with (2.2) and (1.6) we obtain the desired bound.
Lemma 2.2. Let $\beta \geqslant 2$ and $s, t \notin \mathbf{Q}_{\beta}$. Suppose the IFS $\Phi_{\beta, s, t}$ has exact overlaps then there exit $f(\beta), g(\beta) \in \mathbf{Z}_{\beta} \backslash\{0\}$ and $h(\beta) \in \mathbf{Z}_{\beta}$ such that

$$
s=\frac{f(\beta)}{g(\beta)} t+\frac{h(\beta)}{g(\beta)} .
$$

Proof. Since $\Phi_{\beta, s, t}$ has exact overlaps, there is $n \in \mathbf{N}$ and $\mathbf{i}, \mathbf{j} \in \Lambda^{n}, \mathbf{i} \neq \mathbf{j}$ such that $\varphi_{\mathbf{i}}(0)=\varphi_{\mathbf{j}}(0)$. Applying (2.2) and $\mathbf{i} \neq \mathbf{j}$, there exist $a_{i}, a_{i}^{\prime} \in\{0,1, s, t\}, 1 \leqslant i \leqslant n$ such that $a_{i_{0}} \neq a_{i_{0}}^{\prime}$ for some $1 \leqslant i_{0} \leqslant n$ and

$$
\sum_{i=1}^{n} a_{i} \beta^{i-1}=\sum_{i=1}^{n} a_{i}^{\prime} \beta^{i-1} .
$$

It follows that there are $L_{i}, L_{i}^{\prime} \in \mathcal{B}_{n}, i=1,2,3$ such that

$$
\begin{equation*}
L_{1}+L_{2} s+L_{3} t=L_{1}^{\prime}+L_{2}^{\prime} s+L_{3}^{\prime} t . \tag{2.3}
\end{equation*}
$$

Furthermore, since each element of $\mathcal{B}_{n}$ has a unique representation, we conclude that

$$
\left(L_{1}, L_{2}, L_{3}\right) \neq\left(L_{1}^{\prime}, L_{2}^{\prime}, L_{3}^{\prime}\right) .
$$

Combining with (2.3) we derive $\left(L_{2}, L_{3}\right) \neq\left(L_{2}^{\prime}, L_{3}^{\prime}\right)$. We claim that $L_{2} \neq L_{2}^{\prime}$ and $L_{3} \neq L_{3}^{\prime}$. Indeed assume to the contrary that $L_{2}=L_{2}^{\prime}$, then $L_{3} \neq L_{3}^{\prime}$ and hence

$$
t=\frac{L_{1}-L_{1}^{\prime}}{L_{3}^{\prime}-L_{3}} \in \mathbf{Q}_{\beta}
$$

which is contradict to the assumption that $t \notin \mathbf{Q}_{\beta}$. Similar argument yields $L_{3} \neq L_{3}^{\prime}$. Thus the above claim is true. Combining with (2.3) we obtain the desired identity.
2.3. Values of polynomials on algebraic numbers. Garsia [8, Lemma 1.51] first applied the estimates of polynomials with integer coefficients on algebraic numbers to the theory of Bernoulli convolution, since then this method and its variants have led to many applications in fractal geometry, see e.g. [7, Section 5], [9, Theorem 1.5], [13, Section 6], [16, 18].

The following form is taken from [16, Lemma 11]. Denote by $\mathcal{P}(n, H)$ the collection of integer coefficient polynomials with degree at most $n$ and its coefficients are bounded by $H$.

Lemma 2.3. For any algebraic number $\xi$ there exists $M>0$ depending only on $\xi$ such that for any $f \in \mathcal{P}(n, H)$ if $f(\xi) \neq 0$, then

$$
|f(\xi)| \geqslant M^{-n} H^{-M}
$$

We remark that one may obtain better lower bounds for some special algebraic numbers, for instance when $\beta$ is a Pisot number or Salem number, see [8, Lemma 1.51], [7, Section 5], [13, Section 6].
2.4. Continued fractions with non-integer letters. We start from recalling some well known facts from continued fractions, see [12] for more details. An expression of the form

$$
\begin{equation*}
\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{a_{3}+\cdots \frac{1}{a_{k}}}}} \tag{2.4}
\end{equation*}
$$

is called a finite continued fraction, and for convenience we write it as

$$
\left[a_{1}, a_{2}, \ldots, a_{k}\right] .
$$

In general applications of continued fractions the letters $a_{1}, a_{2}, \ldots, a_{k}$ are often assumed to be positive integers. However, for our applications we always assume $a_{1}, a_{2}, \ldots, a_{k}$ to be elements of $\mathbf{P}_{\beta}$, and thus in general the elements $a_{1}, a_{2}, \ldots, a_{k}$ may not be natural numbers.

Given a real number sequence $\left\{a_{n}\right\}$ with $a_{n} \geqslant 1$, denote $\frac{p_{k}}{q_{k}}$ the value of (2.4), i.e.,

$$
\frac{p_{k}}{q_{k}}=\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{a_{3}+\cdots \frac{1}{a_{k}}}}} .
$$

We remark that $p_{k}$ and $q_{k}$ are the "canonical representations" of the finite continued fractions, see [12, Chapter 1].

In the following we collect some useful facts for the sequence $\left\{\frac{p_{n}}{q_{n}}\right\}$ under the condition $a_{n} \geqslant 1$ for all $n \in \mathbf{N}$.

- For convenience denote $p_{0}=0, q_{0}=1$. For $k=2,3, \ldots$ we have

$$
\begin{align*}
p_{k} & =a_{k} p_{k-1}+p_{k-2}, \\
q_{k} & =a_{k} q_{k-1}+q_{k-2} . \tag{2.5}
\end{align*}
$$

- The sequence $\left\{\frac{p_{k}}{q_{k}}\right\}$ is convergent and we denote

$$
\left[a_{1}, a_{2}, \ldots, a_{n}, \ldots\right]=\lim _{k \rightarrow \infty} \frac{p_{k}}{q_{k}}
$$

- Let $x:=\left[a_{1}, a_{2}, \ldots, a_{n}, \ldots\right]$. Then

$$
\begin{equation*}
\frac{1}{q_{k}\left(q_{k+1}+q_{k}\right)}<\left|x-\frac{p_{k}}{q_{k}}\right|<\frac{1}{q_{k} q_{k+1}} . \tag{2.6}
\end{equation*}
$$

We remark that most of the above properties follow directly from [12, Chapter 1], but there is an exceptional case for the left hand side of the estimate (2.6) when the numbers $a_{n}$ are not integers. We show a simper proof in the following. We suppose that $p_{k} / q_{k}$ is at the left side of $x$, similar argument woks for the right side as well. By [12, p. 6] we have

$$
\frac{p_{k}}{q_{k}}<\frac{p_{k+2}}{q_{k+2}}<x .
$$

Combining with [12, p. 6] we derive

$$
\begin{equation*}
\left|x-\frac{p_{k}}{q_{k}}\right|>\left|\frac{p_{k}}{q_{k}}-\frac{p_{k+2}}{q_{k+2}}\right|=\frac{a_{k+2}}{q_{k} q_{k+2}} . \tag{2.7}
\end{equation*}
$$

Applying (2.5) and the condition $a_{n} \geqslant 1$ we obtain

$$
q_{k+2} / a_{k+2} \leqslant q_{k+1}+q_{k}
$$

Thus combining with (2.7) we obtain the desired lower bound in (2.6).
By [12, Theorem 14] if $\left\{a_{n}\right\}$ is a sequence of positive integers then $\left[a_{1}, a_{2}, \ldots\right]$ is an irrational number. We note that this property is used in [1] for showing the desired IFS does not have exact overlaps. For the sequence $\left\{a_{n}\right\}$ with $a_{n} \in \mathbf{P}_{\beta}$ we have the following substitution which plays a similar role to [1].

Lemma 2.4. Let $\beta \geqslant 2$ be an algebraic number and $\left\{a_{n}\right\}$ be a sequence with $a_{n} \in \mathbf{P}_{\beta}, n \in \mathbf{N}$. Denote $p_{k} / q_{k}=\left[a_{1}, \ldots, a_{k}\right]$ and consider $p_{k}, q_{k}$ as polynomials with indeterminate $\beta$. Suppose that $p_{k}, q_{k} \in \mathcal{P}\left(d_{k}, d_{k}\right)$ for some $d_{k} \in \mathbf{N}$ and

$$
\begin{equation*}
a_{k+1} \geqslant M^{k d_{k}} d_{k}^{M} \tag{2.8}
\end{equation*}
$$

where $M$ is the same as in Lemma 2.3. Then $\left[a_{1}, a_{2}, \ldots\right] \notin \mathbf{Q}_{\beta}$.
Proof. Assume to the contrary that $\left[a_{1}, a_{2}, \ldots\right] \in \mathbf{Q}_{\beta}$. Then there exit $f(\beta), g(\beta) \in$ $\mathbf{Z}_{\beta}$ with $g(\beta) \neq 0$ such that

$$
\frac{f(\beta)}{g(\beta)}=\left[a_{1}, a_{2}, \ldots\right] .
$$

For each $k \in \mathbf{N}$ by (2.5) and (2.6) we have

$$
\begin{equation*}
0<\left|f(\beta) q_{k}-g(\beta) p_{k}\right|<g(\beta) / q_{k+1}<g(\beta) / a_{k+1} . \tag{2.9}
\end{equation*}
$$

Note that we can regard $f, g$ as elements of $\mathcal{P}(d, d)$ for some integer $d$. Combining with the condition $p_{k}, q_{k} \in \mathcal{P}\left(d_{k}, d_{k}\right)$, there exists $C>0$ such that

$$
f(\beta) q_{k}-g(\beta) p_{k} \in \mathcal{P}\left(C d_{k}, C d_{k}\right)
$$

Applying Lemma 2.3 and the non-zero condition in (2.9), we obtain

$$
\left|f(\beta) q_{k}-g(\beta) p_{k}\right| \geqslant M^{-C d_{k}}\left(C d_{k}\right)^{-M}
$$

which is contradict to (2.8) and (2.9).
Remark 2.5. As we claimed before for some special algebraic numbers we have better lower bounds in Lemma 2.3, and hence we can obtain weak condition of $a_{k+1}$ in the above Lemma 2.4 for these special algebraic numbers.

Note that there is sequence $\left\{a_{n}\right\}$ with $a_{n} \in \mathbf{P}_{\beta}$ such that $\left[a_{1}, a_{2}, \ldots\right] \in \mathbf{Q}_{\beta}$. For instance for $a_{n}=\beta, n \in \mathbf{N}$ we have

$$
[\beta, \beta, \ldots]=\frac{1}{\beta+[\beta, \beta, \ldots]},
$$

and hence

$$
[\beta, \beta, \ldots]=\frac{\sqrt{\beta^{2}+4}-\beta}{2}
$$

Suppose $\sqrt{\beta^{2}+4} \in \mathbf{Z}$ then $[\beta, \beta, \ldots] \in \mathbf{Q}_{\beta}$.
We remark that the best approximate property of continued fractions (with positive integer letters) is used in the construction of [1] for finding the desired parameters $s$ and $t$. The best approximate property [12, Chapter 2] claims that for any sequence of positive integers $\left\{a_{n}\right\}$, denote $s=\left[a_{1}, a_{2}, \ldots\right]$ and $p_{k} / q_{k}$ be its partial quotient, and for any integers $1 \leqslant q \leqslant q_{k}, p \in \mathbf{Z}$ one has

$$
\left|s-\frac{p}{q}\right| \geqslant\left|s-\frac{p_{k}}{q_{k}}\right| .
$$

Clearly, there is no such best approximate property for the general real number sequence $\left\{a_{n}\right\}$. However, if the sequence $\left\{a_{n}\right\}$ is a subset of $\mathbf{P}_{\beta}$ for some algebraic number $\beta$ then we have the following Lemma 2.6 which is sufficient for our application.

For $a_{1}, a_{2}, \ldots, a_{k} \in \mathbf{P}_{\beta}$ denote

$$
\mathcal{C}\left[a_{1}, a_{2}, \ldots, a_{k}\right]=\left\{\left[a_{1}, \ldots, a_{k}, a_{k+1}, \ldots\right]: a_{j} \in \mathbf{P}_{\beta}, j \geqslant k+1\right\} .
$$

Lemma 2.6. Let $a_{1}, \ldots, a_{k} \in \mathbf{P}_{\beta}$ and $n \in \mathbf{N}$. Then there exits $a_{k+1} \in \mathbf{P}_{\beta}$ such that for any $s \in \mathcal{C}\left[a_{1}, \ldots, a_{k+1}\right]$ and any $f, g \in \mathcal{P}(n, n)$ with $g(\beta) \neq 0$ we have

$$
\left|s-\frac{f(\beta)}{g(\beta)}\right| \geqslant c>0,
$$

where the constant $c$ depends on $a_{1}, \ldots, a_{k+1}$ and $n$. We stress that the constant $c$ will not depend on the specific choices of $f$ and $g$.

Proof. Denote $\frac{p_{k}}{q_{k}}=\left[a_{1}, \ldots, a_{k}\right]$. We proceed on a case-by-case basis depending on $\frac{p_{k}}{q_{k}}=\frac{f(\beta)}{g(\beta)}$ or not. First suppose that

$$
\frac{p_{k}}{q_{k}}=\frac{f(\beta)}{g(\beta)}
$$

Then by (2.6) we obtain

$$
\begin{equation*}
\left|s-\frac{f(\beta)}{g(\beta)}\right|=\left|s-\frac{p_{k}}{q_{k}}\right|>\frac{1}{q_{k}\left(q_{k+1}+q_{k}\right)}, \tag{2.10}
\end{equation*}
$$

thus this gives a positive lower bound.

We now turn to the case $\frac{p_{k}}{q_{k}} \neq \frac{f(\beta)}{g(\beta)}$. Together with (2.6) we obtain

$$
\begin{equation*}
\left|s-\frac{f(\beta)}{g(\beta)}\right| \geqslant\left|\frac{p_{k}}{q_{k}}-\frac{f(\beta)}{g(\beta)}\right|-\left|s-\frac{p_{k}}{q_{k}}\right| \geqslant \frac{\left|p_{k} g(\beta)-q_{k} f(\beta)\right|}{\left|q_{k} g(\beta)\right|}-\frac{1}{q_{k} q_{k+1}} . \tag{2.11}
\end{equation*}
$$

By (2.5) we have $p_{k}, q_{k} \in \mathbf{Z}_{\beta}$ and we consider $p_{k}, q_{k}$ as polynomials. Therefore, there exists a large integer $L$ which depends on $a_{1}, \ldots, a_{k}, n$ such that

$$
p_{k} g(\beta)-q_{k} f(\beta) \in \mathcal{P}(L, L)
$$

Clearly the condition $\frac{p_{k}}{q_{k}} \neq \frac{f(\beta)}{g(\beta)}$ implies $p_{k} g(\beta)-q_{k} f(\beta) \neq 0$. Thus by Lemma 2.3 there exits $M$ depending only on $\beta$ such that

$$
\begin{equation*}
\left|p_{k} g(\beta)-q_{k} f(\beta)\right| \geqslant M^{-L} L^{-M} \tag{2.12}
\end{equation*}
$$

Moreover, there exists $M_{1}$ depending on $a_{1}, \ldots, a_{k}, n$ such that

$$
\begin{equation*}
q_{k} g(\beta) \leqslant M_{1} . \tag{2.13}
\end{equation*}
$$

Let $a_{k+1} \in \mathbf{P}_{\beta}$ be a large number such that $a_{k+1}>2 M^{L} L^{M} M_{1}$, then by (2.5) we have

$$
\left(q_{k} q_{k+1}\right)^{-1} \leqslant a_{k+1}^{-1} \leqslant M^{-L} L^{-M} M_{1}^{-1} / 2 .
$$

Combining with (2.11), (2.12) and (2.13), we obtain

$$
\left|s-\frac{f(\beta)}{g(\beta)}\right| \geqslant M^{-L} L^{-M} M_{1}^{-1} / 2 .
$$

Together with (2.10) we obtain the desired result.
Thanks to the referee for suggesting the following simper proof of Lemma 2.6 which is based on the pigeonhole principle. Since $\beta \geqslant 2$, for any fixed $a_{1}, \ldots, a_{k} \in \mathbf{P}_{\beta}$ the sets

$$
\overline{\mathcal{C}\left[a_{1}, \ldots, a_{k}, a_{k+1}\right]}, \quad a_{k+1} \in \mathbf{P}_{\beta}
$$

are pairwise disjoint. Note that $\mathbf{P}_{\beta}$ is infinite but for any $n$ the set $\mathcal{P}(n, n)$ is finite. This implies the existence of the required $a_{n+1} \in \mathbf{P}_{\beta}$ and constant $c>0$.

## 3. Proofs of Theorem 1.2

We mimick the construction of Baker [1] to our setting. Without loss of generality we assume that the sequence $\left\{\varepsilon_{n}\right\}$ is monotone decreasing. Otherwise we may consider the sequence $\left\{\varepsilon_{n}^{\prime}\right\}$ where $\varepsilon_{n}^{\prime}=\min _{1 \leqslant i \leqslant n} \varepsilon_{i}$.

Initial construction. Let $a_{1}=1$ then by the definition of continued fractions we have $p_{1}=q_{1}=1$. Thus $p_{1}, q_{1} \in \mathcal{B}_{1}$ where $\mathcal{B}_{1}$ is given as in (2.1). Let $N_{1} \geqslant 2$ a natural number then there exists $a_{2} \in \mathbf{P}_{\beta}$ such that for any $s \in \mathcal{C}\left[a_{1}, a_{2}\right]$, by (2.6), we have

$$
\begin{equation*}
|s-1|=\left|q_{1} s-p_{1}\right|<1 / a_{2} \leqslant \varepsilon_{N_{1}} . \tag{3.1}
\end{equation*}
$$

Taking sufficiently large $a_{2} \in \mathbf{P}_{\beta}$ such that by (2.5) there exits $n \in \mathbf{N}$ with

$$
\begin{equation*}
p_{2}, q_{2} \in \mathcal{B}_{n} \tag{3.2}
\end{equation*}
$$

Moreover, by taking sufficiently large $a_{2} \in \mathbf{P}_{\beta}$ and applying Lemma 2.6, there exists a positive $c_{1}$ such that for any $f, g, h \in \mathcal{P}(1,1)$ with $g(\beta) \neq 0$ one has

$$
\begin{equation*}
\left|s-\frac{f(\beta)}{g(\beta)}-\frac{h(\beta)}{g(\beta)}\right| \geqslant c_{1} . \tag{3.3}
\end{equation*}
$$

Let $a_{2} \in \mathbf{P}_{\beta}$ be sufficiently large such that the above (3.1), (3.2), and (3.3) hold. Denote

$$
\begin{equation*}
N_{2}=\min \left\{n \in \mathbf{N}: p_{2}, q_{2} \in \mathcal{B}_{n}\right\} \tag{3.4}
\end{equation*}
$$

Now we turn to the construction of $t$. Let $a_{1}^{\prime}=1$ then by the definition of continued fractions we have $p_{1}^{\prime}=q_{1}^{\prime}=1$. For $\varepsilon_{N_{2}}$ and $c_{1}$ there exists $a_{2}^{\prime} \in \mathbf{P}_{\beta}$ such that for any $t \in \mathcal{C}\left[a_{1}^{\prime}, a_{2}^{\prime}\right]$ we have

$$
\begin{equation*}
|t-1|=\left|q_{1}^{\prime} t-p_{1}^{\prime}\right|<1 / a_{2}^{\prime} \leqslant \min \left\{\varepsilon_{N_{2}}, c_{1}\right\} . \tag{3.5}
\end{equation*}
$$

We remark that the above conditions (3.3), (3.5) and their inductive versions (3.9), (3.14) below will be used to prove that the final IFS $\Phi_{\beta, s, t}$ does not have exact overlaps.

Moreover, we ask that $a_{2}$ and $a_{2}^{\prime}$ are sufficiently large such that they satisfy the condition (2.8) of Lemma 2.4 with $d_{1}=1$ respectively.

Taking sufficiently large $a_{2}^{\prime} \in \mathbf{P}_{\beta}$ such that there exits $n \in \mathbf{N}$ with $p_{2}^{\prime}, q_{n}^{\prime} \in \mathcal{B}_{n}$. Denote

$$
\begin{equation*}
M_{2}=\min \left\{n \in \mathbf{N}: p_{2}^{\prime}, q_{2}^{\prime} \in \mathcal{B}_{n}\right\} \tag{3.6}
\end{equation*}
$$

Note that we start from the definition of $M_{2}$ other than $M_{1}$ for the convenience of our notation in the iterated construction below.

Iterated construction. Let $k \geqslant 2$. Suppose that there are $a_{2}, \ldots, a_{k}$ and $a_{2}^{\prime}, \ldots, a_{k}^{\prime}$ such that for any

$$
s \in \mathcal{C}\left[a_{1}, \ldots, a_{k}\right] \quad \text { and } \quad t \in \mathcal{C}\left[a_{1}^{\prime}, \ldots, a_{k}^{\prime}\right]
$$

we have

$$
\begin{equation*}
\Delta_{n}(\beta, s, t) \leq \varepsilon_{n}, \quad \forall 1 \leqslant n \leqslant N_{k} \tag{3.7}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
p_{k}, q_{k} \in \mathcal{B}_{N_{k}} \quad \text { and } \quad p_{k}^{\prime}, q_{k}^{\prime} \in \mathcal{B}_{M_{k}} \tag{3.8}
\end{equation*}
$$

Note that the parameters $N_{2}, M_{2}$ are given at (3.4), (3.6) respectively. Furthermore there exists a positive number $c_{k-1}$ such that for any

$$
s \in \mathcal{C}\left[a_{1}, \ldots, a_{k}\right] \quad \text { and } \quad t \in \mathcal{C}\left[a_{1}^{\prime}, \ldots, a_{k-1}^{\prime}\right]
$$

and any $f, g, h \in \mathcal{P}(k-1, k-1)$ with $g(\beta) \neq 0$ we have

$$
\begin{equation*}
\left|s-\frac{p_{k-1}^{\prime} f(\beta)}{q_{k-1}^{\prime} g(\beta)}-\frac{h(\beta)}{g(\beta)}\right| \geqslant c_{k-1} \tag{3.9}
\end{equation*}
$$

and

$$
\left|t-\frac{p_{k-1}^{\prime}}{q_{k-1}^{\prime}}\right| \leqslant \frac{c_{k-1}}{k-1} .
$$

Note that we may add further conditions $M_{k} \geqslant 2 N_{k}$ and $N_{k}>M_{k-1}$ to make sure that $N_{k}$ tends to infinity as $k$ tends to infinity. Moreover, we ask that $a_{k}$ and $a_{k}^{\prime}$ are large enough such that they satisfy the condition (2.8) of Lemma 2.4 respectively for some $d_{k} \in \mathbf{N}$ which admits $p_{k}, q_{k}, p_{k}^{\prime}, q_{k}^{\prime} \in \mathcal{P}\left(d_{k}, d_{k}\right)$.

Under the above assumption, we now begin to choose $a_{k+1}$ and $a_{k+1}^{\prime}$ such that the above claims still hold for the case $k+1$.

For the number $\varepsilon_{M_{k}}$ there exists $a_{k+1} \in \mathbf{P}_{\beta}$ such that for any

$$
s \in \mathcal{C}\left[a_{1}, \ldots, a_{k+1}\right]
$$

by (2.6) we have

$$
\begin{equation*}
\left|q_{k} s-p_{k}\right| \leqslant 1 / a_{k+1} \leqslant \varepsilon_{M_{k}} . \tag{3.10}
\end{equation*}
$$

Combining with Lemma 2.1 and the condition (3.8) we derive that

$$
\begin{equation*}
\Delta_{n}(\beta, s, t) \leqslant \beta^{-n}\left|q_{k} s-p_{k}\right| \leqslant \varepsilon_{M_{k}}, \quad \forall N_{k} \leqslant n \leqslant M_{k} . \tag{3.11}
\end{equation*}
$$

Applying (2.5) and the assumption $p_{k}, q_{k} \in \mathcal{B}_{N_{k}}$, and by taking some large enough $a_{k+1} \in \mathbf{P}_{\beta}$, there exists a natural number $n>N_{k}$ such that

$$
\begin{equation*}
p_{k+1}, q_{k+1} \in \mathcal{B}_{n} \tag{3.12}
\end{equation*}
$$

Furthermore, by Lemma 2.6 there exits $a_{k+1} \in \mathbf{P}_{\beta}$ such that for any

$$
s \in \mathcal{C}\left[a_{1}, \ldots, a_{k+1}\right]
$$

and any $f, g, h \in \mathcal{P}(k, k)$ with $g(\beta) \neq 0$ one has

$$
\begin{equation*}
\left|s-\frac{f(\beta)}{g(\beta)} \frac{p_{k}^{\prime}}{q_{k}^{\prime}}-\frac{h(\beta)}{g(\beta)}\right| \geqslant c_{k}>0 \tag{3.13}
\end{equation*}
$$

where $c_{k}$ depends on $\beta, k$ and $a_{2}, \ldots, a_{k+1}, a_{2}^{\prime}, \ldots, a_{k}^{\prime}$.
We take large enough $a_{k+1} \in \mathbf{P}_{\beta}$ such that the above (3.10), (3.12) and (3.13) still hold with respect to $a_{k+1}$. Denote

$$
N_{k+1}=\min \left\{n \in \mathbf{N}: p_{k+1}, q_{k+1} \in \mathcal{B}_{n}\right\}
$$

For $\varepsilon_{N_{k+1}}$ and $c_{k}$ there exists $a_{k+1}^{\prime} \in \mathbf{P}_{\beta}$ such that for any

$$
t \in \mathcal{C}\left[a_{1}^{\prime}, \ldots, a_{k+1}^{\prime}\right]
$$

by (2.6) we have

$$
\begin{equation*}
\left|q_{k}^{\prime} t-p_{k}^{\prime}\right| \leqslant 1 / a_{k+1}^{\prime} \leqslant \min \left\{\varepsilon_{N_{k+1}}, c_{k} / k\right\} . \tag{3.14}
\end{equation*}
$$

Combining with Lemma 2.1 and the condition (3.8) we obtain

$$
\begin{equation*}
\Delta_{n}(\beta, s, t) \leqslant \beta^{-n}\left|q_{k}^{\prime} t-p_{k}^{\prime}\right| \leqslant \varepsilon_{N_{k+1}}, \quad \forall M_{k} \leqslant n \leqslant N_{k+1} . \tag{3.15}
\end{equation*}
$$

Moreover, by (2.5) and the assumption $p_{k}^{\prime}, q_{k}^{\prime} \in \mathcal{B}_{M_{k}}$, by taking large enough $a_{k+1}^{\prime} \in \mathbf{P}_{\beta}$ we obtain $p_{k+1}^{\prime}, q_{k+1}^{\prime} \in \mathcal{B}_{n}$ for some $n \in \mathbf{N}$. Denote

$$
M_{k+1}=\min \left\{n \in \mathbf{N}: p_{k+1}^{\prime}, q_{k+1}^{\prime} \in \mathcal{B}_{n}\right\} .
$$

Furthermore, we ask that $a_{k+1}$ and $a_{k+1}^{\prime}$ are sufficiently large such that they satisfy the condition (2.8) of Lemma 2.4 respectively for some $d_{k+1} \in \mathbf{N}$ which admits $p_{k+1}, q_{k+1}, p_{k+1}^{\prime}, q_{k+1}^{\prime} \in \mathcal{P}\left(d_{k+1}, d_{k+1}\right)$.

By (3.7), (3.11) and (3.15) we derive that for any

$$
s \in \mathcal{C}\left[a_{1}, \ldots, a_{k+1}\right] \quad \text { and } \quad t \in \mathcal{C}\left[a_{1}^{\prime}, \ldots, a_{k+1}^{\prime}\right]
$$

we have

$$
\Delta_{n}(\beta, s, t) \leqslant \varepsilon_{n}, \quad \forall 1 \leqslant n \leqslant N_{k+1}
$$

By iterating the above arguments, there exist two sequences $\left\{a_{k}\right\}$ and $\left\{a_{k}^{\prime}\right\}$ such that

$$
s=\left[a_{1}, \ldots, a_{n}, \ldots\right] \notin \mathbf{Q}_{\beta} \quad \text { and } \quad t=\left[a_{1}^{\prime}, \ldots, a_{n}^{\prime}, \ldots\right] \notin \mathbf{Q}_{\beta},
$$

and

$$
\Delta(\beta, s, t) \leqslant \varepsilon_{n}, \quad \forall n \in \mathbf{N} .
$$

Moreover for each $k \in \mathbf{N}$ and any $f, g, h \in \mathcal{P}(k, k)$ with $g(\beta) \neq 0$ we have

$$
\begin{equation*}
\left|s-\frac{f(\beta)}{g(\beta)} \frac{p_{k}^{\prime}}{q_{k}^{\prime}}-\frac{h(\beta)}{g(\beta)}\right| \geqslant c_{k}>0 \tag{3.16}
\end{equation*}
$$

where $c_{k}$ depends on $\beta, k$ and $a_{2}, \ldots, a_{k+1}, a_{2}^{\prime}, \ldots, a_{k}^{\prime}$. Furthermore by (3.14) we obtain

$$
\begin{equation*}
\left|t-\frac{p_{k}^{\prime}}{q_{k}^{\prime}}\right| \leq c_{k} / k \tag{3.17}
\end{equation*}
$$

No exact overlaps. The following arguments are due to [1]. For completeness we show the arguments here.

Let $s, t$ be as in the above construction. Assume to the contrary that $\Phi_{\beta, s, t}$ has exact overlap. Then by Lemma 2.2 there are $f(\beta), g(\beta) \in \mathbf{Z}_{\beta} \backslash\{0\}$ and $h(\beta) \in \mathbf{Z}_{\beta}$ such that

$$
s=\frac{f(\beta)}{g(\beta)} t+\frac{h(\beta)}{g(\beta)} .
$$

Combining with (3.17), for each $k$ we have

$$
\begin{equation*}
\left|s-\frac{f(\beta)}{g(\beta)} \frac{p_{k}^{\prime}}{q_{k}^{\prime}}-\frac{h(\beta)}{g(\beta)}\right| \leqslant\left|\frac{f(\beta)}{g(\beta)}\right|\left|t-\frac{p_{k}^{\prime}}{q_{k}^{\prime}}\right| \leqslant \frac{c_{k}|f(\beta)|}{k|g(\beta)|} . \tag{3.18}
\end{equation*}
$$

Other the other hand, we could consider $f(\beta), g(\beta), h(\beta)$ as polynomials and they belongs to $\mathcal{P}(k, k)$ for all large enough $k$. Therefore, by (3.16) we obtain

$$
\left|s-\frac{f(\beta)}{g(\beta)} \frac{p_{k}^{\prime}}{q_{k}^{\prime}}-\frac{h(\beta)}{g(\beta)}\right| \geqslant c_{k}
$$

which contradicts (3.18) when $k$ is large enough.
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