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Abstract. In this paper, we prove an improvement of the critical Hardy inequality in Carnot groups. We show that this improvement is sharp and cannot be improved. We apply this improved critical Hardy inequality together with the Moser–Trudinger inequality due to Balogh, Manfredi and Tyson (2003) to establish the Leray–Trudinger type inequalities which extend the inequalities of Psaradakis and Spector (2015) and Mallick and Tintarev (2018) to the setting of Carnot groups.

1. Introduction

The main aim of this paper is to study several inequalities in the setting of Carnot group such as the critical Hardy inequality and the Leray–Trudinger type inequality. Let us first recall some relevant results in this subject. Rough speaking, a Carnot group is a connected, simply connected, nilpotent Lie group $G$ of dimension at least two with finite step. The class of Carnot groups includes the Euclidean spaces (the commutative groups), the Heisenberg groups, and the Heisenberg type groups as special cases. Let $G$ be a Carnot group of homogeneous dimension $Q$, and let $\nabla_0$ denote the horizontal gradient on $G$. For a domain $\Omega$ in $G$, we denote by $HW^1_p(\Omega)$, $p \geq 1$ the horizontal Sobolev space. We refer the readers to Section §2 for more detailed account on the terminologies and background on Carnot groups.

We start by recalling the Hardy inequality in the Euclidean space $\mathbb{R}^n$ with $n \geq 2$,

$$\int_{\mathbb{R}^n} |\nabla u|^p \, dx \geq \left( \frac{n - p}{p} \right)^{p} \int_{\mathbb{R}^n} \frac{|u|^p}{|x|^p} \, dx,$$

for any $1 < p < n$ and $u \in C_c^\infty(\mathbb{R}^n)$. Furthermore, the constant $\left( \frac{n - p}{p} \right)^{p}$ is sharp and never achieved. The Hardy inequality with the same best constant still holds if $\mathbb{R}^n$ is replaced by any domain containing the origin in its interior. In the case $p = n$, the weight $|x|^{-n}$ is much singular, so there does not exist any positive constant $c$ such
that the above inequality holds. In this case, we have a critical Hardy inequality (see [2, 9, 10, 4, 32]). Let us denote by

\[ E_1(t) = 1 - \ln t, \quad E_2(t) = \ln(eE_1(t)), \ldots, \quad E_k(t) = \ln(eE_{k-1}(t)), \quad k \geq 2, \quad t \in (0, 1]. \]

For any bounded domain \( \Omega \) in \( \mathbb{R}^n \) containing the origin, let us denote by \( R_\Omega = \sup_{x \in \Omega} |x| \). Then, the following inequality holds

(1.1) \[ I_n[u, \Omega, R] =: \int_\Omega |\nabla u|^n \, dx - \left( \frac{n-1}{n} \right)^n \int_\Omega \frac{|u|^n}{|x|^n E_1^n \left( \frac{|x|}{R} \right)} \, dx \geq 0, \quad u \in C_0^\infty(\Omega). \]

The constant \( \left( \frac{n-1}{n} \right)^n \) is sharp and never attained. So, \( I_n[u, \Omega, R] > 0 \) for any \( u \in C_0^\infty(\Omega) \setminus \{0\} \). There have been many improvements of the Hardy inequality (see [9, 10, 20, 25, 11] and references therein). Let us recall the following improved critical Hardy inequality due to Barbatis, Filippas and Tertikas (see [9, Theorem B])

\[ \int_\Omega |\nabla u|^n \, dx \geq \left( \frac{n-1}{n} \right)^n \int_\Omega \frac{|u|^n}{|x|^n E_1^n \left( \frac{|x|}{R} \right)} \, dx \]

(1.2)

\[ + \frac{1}{2} \left( \frac{n-1}{n} \right)^{n-1} \sum_{k=2}^\infty \int_\Omega \frac{|u|^n}{|x|^n E_1^n \left( \frac{|x|}{R} \right) E_2^n \left( \frac{|x|}{R} \right) \cdots E_k^n \left( \frac{|x|}{R} \right)} \, dx \]

for any \( u \in C_0^\infty(\Omega) \). The constant \( \frac{1}{2} \left( \frac{n-1}{n} \right)^{n-1} \) in the right-hand side of (1.2) is the best possible.

There have been many generalizations of the Hardy inequality in many different settings. The Hardy inequality in the Carnot groups was previously studied in [44, 45, 43, 12, 18, 19, 24, 26, 27] and references therein. Let \( u_Q \) be a singular solution of the sub-elliptic \( Q \)-Laplace on \( G \) with pole at 0 (see Section §2 for more details on the existence and properties of \( u_Q \)). There exists \( a_Q > 0 \) such that \( N(x) = e^{-a_Q u_Q(x)} \) is a homogeneous norm on \( G \). Let \( \Omega \) be a bounded domain in \( G \) containing the origin and set \( R_{G, \Omega} := \sup_{x \in \Omega} N(x) \). Then we have the following inequality which extends the critical Hardy inequality (1.1) to Carnot groups

\[ I_G[u, \Omega, R] := \int_\Omega |\nabla_0 u|^Q \, dx - \left( \frac{Q-1}{Q} \right)^Q \int_\Omega |\nabla_0 N(x)|^Q \frac{|u(x)|^Q}{N(x)^Q E_1^Q \left( \frac{N(x)}{R} \right)^Q} \, dx \geq 0, \]

(1.3)

for any \( u \in C_0^\infty(\Omega) \) and \( R \geq R_{G, \Omega} \). Here, the integral in (1.3) is taken with respect to the Haar measure on \( G \). The constant \( ((Q - 1)/Q)^Q \) is sharp and never attained. In the Heisenberg groups, the inequality (1.3) was established by Dou, Niu and Yuan [19].

The first main result of this paper provides an improvement of the inequality (1.3). More precisely, we have the following theorem.
Theorem 1.1. Let \( \Omega \) be bounded domain in \( G \) containing the origin. Then for any \( m \geq 2 \), it holds
\[
\int_{\Omega} |\nabla u|^Q \, dx \geq \left( \frac{Q-1}{Q} \right)^Q \int_{\Omega} |\nabla N(x)|^Q \frac{|u(x)|^Q}{N(x)^Q E_1^Q \left( \frac{N(x)}{R} \right)} \, dx
\]
(1.4)
\[
+ \frac{1}{2} \left( \frac{Q-1}{Q} \right)^{Q-1} \sum_{k=2}^m \int_{\Omega} |\nabla N(x)|^Q \frac{|u(x)|^Q}{N(x)^Q E_1^Q \left( \frac{N(x)}{R} \right) \prod_{i=2}^k E_i^2 \left( \frac{N(x)}{R} \right)} \, dx,
\]
for any \( u \in HW_0^{1,1}(\Omega) \). Furthermore, for any \( m \geq 2 \), if there exists a positive constant \( B > 0 \) for which the following inequality holds true
\[
\int_{\Omega} |\nabla u|^Q \, dx \geq \left( \frac{Q-1}{Q} \right)^Q \int_{\Omega} |\nabla N(x)|^Q \frac{|u(x)|^Q}{N(x)^Q E_1^Q \left( \frac{N(x)}{R} \right) \prod_{i=2}^k E_i^2 \left( \frac{N(x)}{R} \right)} \, dx
\]
(1.5)
\[
+ B \int_{\Omega} |\nabla N(x)|^Q \frac{|u(x)|^Q}{N(x)^Q E_1^Q \left( \frac{N(x)}{R} \right) \prod_{i=2}^k E_i^2 \left( \frac{N(x)}{R} \right) E_n^2 \left( \frac{N(x)}{R} \right)} \, dx,
\]
for any \( u \in HW_0^{1,1}(\Omega) \) and for some \( \gamma \in \mathbb{R} \), then we have

- \( \gamma \geq 2 \),
- and if \( \gamma = 2 \) then \( B \leq \frac{1}{2} \left( \frac{Q-1}{Q} \right)^{Q-1} \).

Consequently, the constant \( \frac{1}{2} \left( \frac{Q-1}{Q} \right)^{Q-1} \) in the right-hand side of (1.4) is sharp.

Theorem 1.1 extends Theorem B and Proposition 3.2 in [9] (and hence extends the inequality (1.2) to the setting of Carnot groups).

The next result in this paper concerns with the Moser–Trudinger inequality in Carnot groups. Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \). The Moser–Trudinger inequality is the borderline case of the Sobolev inequality. It was shown independently by Yudovič [50], Pohožaev [40] and Trudinger [48] and sharpened later by Moser [37]

\[
(\alpha_n)^{\frac{1}{n-1}} \sup_{u \in W^{1,n}_0(\Omega), \|u\|_{L^n(\Omega)} \leq 1} \int_{\Omega} e^{\alpha_n |u|^{\frac{n}{n-1}}} \, dx < \infty,
\]
(1.6)
for any \( \alpha \leq \alpha_n := n\omega_{n-1}^{\frac{1}{n-1}} \) where \( \omega_{n-1} \) denotes the surface area of the unit sphere in \( \mathbb{R}^n \). Furthermore, the constant \( \alpha_n \) is sharp in the sense that the left-hand side of (1.6) will become infinite if \( \alpha > \alpha_n \). The Moser–Trudinger inequality plays the role of the Sobolev inequality in the borderline case. There have been many generalizations and improvements of the Moser–Trudinger inequality in literature (see [1, 3, 5, 8, 16, 15, 14, 29, 30, 31, 33, 42, 35, 47, 49, 46] and references therein). We also refer the readers to the papers [13, 21, 34, 17] for the results on the existence of extremals for the Moser–Trudinger inequality.

The Moser–Trudinger inequality in Carnot groups was proved by Balogh, Manfredi and Tyson [8]. They proved the existence of a constant \( A_Q \) such that for any
bounded domain $\Omega$ in $G$

$$
(1.7) \quad \sup_{u \in HW^{1,0}_Q(\Omega), \|\nabla u\|_{L^Q(\Omega)} \leq 1} \int_{\Omega} e^{c|u|^\frac{Q}{Q-1}} \, dx < \infty,
$$

for any $\alpha \leq A_Q$, and if $\alpha > A_Q$ then the supremum in (1.7) will become infinite. Moreover, the constant $A_Q$ is given in terms of an integral on the unit sphere of the horizontal gradient of a certain homogeneous norm on $G$ (see (2.3) below). In the case of Heisenberg groups or the Heisenberg type groups (or H-groups), the sharp constant $A_Q$ was earlier found and explicitly computed by Cohn and Lu [15, 16] (see also [14, 31, 29, 49] for several other inequalities on Heisenberg groups with weights). The proof of (1.7) given in [8] follows the idea in [15] which is based on a representation formula via fundamental solution for the $Q$-Laplacian in Carnot groups, the O’Neil lemma [39] for the rearrangement of the convolution of two functions in Carnot groups, and the Adams’ lemma [1, Lemma 1]. We refer the reader to [46] for an earlier result of Saloff-Coste on the Moser–Trudinger inequality on Carnot groups without sharp exponent.

Following the original Trudinger’s approach [48], Psaradakis and Spector [41] proved the exponential integrability for functions in Euclidean space under the condition $I_n[u, \Omega, R_{Q}] \leq 1$. In fact, they proved a Leray–Trudinger inequality as follows: for any $\epsilon > 0$, there exist positive constants $A_{n, \epsilon}$ depending only on $n, \epsilon$ and $B_n$ depending only on $n$ such that for any $0 < c \leq A_{n, \epsilon}$

$$
(1.8) \quad \sup_{u \in C_0^\infty(\Omega), I_n[u, \Omega, R_{n}] \leq 1} \int_{\Omega} \exp \left( c \left( \frac{|u(x)|}{E^n_1 \left( \frac{|x|}{R_{Q}} \right)} \right)^{\frac{n}{n-1}} \right) \, dx \leq B_n|\Omega|,
$$

and if $\epsilon = 0$ then the supremum in (1.8) is infinite for any $c > 0$. The inequality (1.8) was recently improved by Malleck and Tintarev [36] by proving that for any $\beta \geq \frac{2}{n}$ and $R \geq R_{Q}$, there exist positive constants $A_n$ and $B_n$ depending only on $n$ such that for any $0 < c \leq A_n$

$$
(1.9) \quad \sup_{u \in C_0^\infty(\Omega), I_n[u, \Omega, R_{n}] \leq 1} \int_{\Omega} \exp \left( c \left( \frac{|u(x)|}{E^n_2 \left( \frac{|x|}{R_{Q}} \right)} \right)^{\frac{n}{n-1}} \right) \, dx \leq B_n|\Omega|,
$$

and if $\beta < \frac{1}{n}$ then the above supremum is $+\infty$. The Leray–Trudinger type inequalities (1.8) and (1.9) are extended to higher order Sobolev spaces in [38] by the author.

The next main result is an extension of the inequality (1.9) to the context of Carnot groups.

**Theorem 1.2.** Let $\Omega$ be a bounded domain in $G$ containing the origin. Then for any $\beta \geq \frac{2}{Q}$ and $R \geq R_{G,\Omega}$, there exist constants $A_{Q,N}$ depending on $Q, N$ and $B_Q$ depending on $Q$ such that for any $0 < c < A_{Q,N}$, it holds

$$
(1.10) \quad \sup_{u \in HW^{0,1}_Q(\Omega), I_Q[u, \Omega, R_{Q}] \leq 1} \int_{\Omega} \exp \left( c \left( \frac{|u|}{E^n_2 \left( \frac{N(x)}{R} \right)} \right)^{\frac{Q}{Q-1}} \right) \, dx \leq B_Q|\Omega|.
$$

Moreover, if $\beta < \frac{1}{2}$ the inequality (1.10) fails in the sense that for any $c > 0$ the supremum in (1.10) is infinite.
More precisely, we have at least two with graded Lie algebra \( g \) doing the simple computations, we get Carnot group is a connected, simply connected, nilpotent Lie group is also a consequence of Theorem 1.1.

Corollary 1.3. Let \( \Omega \) be a bounded domain in \( G \) containing the origin. Then for any \( \epsilon > 0 \), there exist positive constants \( A_{Q,N,\epsilon} \) depending only on \( Q, N, \epsilon \) and \( B_Q \) depending only on \( Q \) such that for any \( 0 < c \leq A_{Q,N,\epsilon} \)

\[
\sup_{u \in HW^{1,Q}(\Omega), I_G[u, \Omega, R] \leq 1} \int_{\Omega} \exp \left( c \left( \frac{|u(x)|}{E_1 R^{-1} (N(x))} \right)^{\frac{Q}{Q-1}} \right) dx \leq B_Q |\Omega|.
\]

Moreover, such an estimate fails when \( \epsilon = 0 \).

The proof of Theorem 1.2 uses some ideas from [41, 36]. Indeed, we first make a ground state transform \( u(x) = E_1^{\frac{Q-1}{Q}} \left( \frac{N(x)}{R} \right) v(x) \) and show that

\[
I_G[u, \Omega, R] \geq C_1(Q) \int_{\Omega} E_1^{Q-1} \left( \frac{N(x)}{R} \right) |\nabla v|^Q dx.
\]

Doing the simple computations, we get

\[
\left| \nabla_0 \left( \frac{u(x)}{E_1 \left( \frac{N(x)}{R} \right)} \right) \right| \leq |\nabla_0 v(x)| E_1^{\frac{Q-1}{Q}} \left( \frac{N(x)}{R} \right) + \frac{Q-1}{Q} \frac{|\nabla_0 N(x)|}{N(x)} E_1 \left( \frac{N(x)}{R} \right) E_2^{\frac{Q}{2}} \left( \frac{N(x)}{R} \right)
\]

The ground state transform above together with the improved critical Hardy inequality (Theorem 1.1) show that the \( L^Q \)-norm of the right-hand side is uniformly bounded. Hence, the inequality 1.10 would follows from (1.7). The second statement is also a consequence of Theorem 1.1.

2. Preliminaries

In this section, we briefly recall some facts related to analysis in Carnot groups. A Carnot group is a connected, simply connected, nilpotent Lie group \( G \) of dimension at least two with graded Lie algebra \( g = V_1 \oplus \cdots \oplus V_r \) so that \([V_i, V_i] = V_{i+1}\) for \( i = 1, \ldots, r-1 \) and \([V_1, V_r] = 0\) here \([\cdot, \cdot]\) denotes the Lie bracket on \( g \). The number \( r \geq 1 \) is called the step of \( G \). We denote the neutral element of \( G \) by \( 0 \) and we identify the elements of \( g \) with left-invariant vector fields on \( G \) in the usual manner.

We fix throughout this paper an scalar product \( \langle \cdot, \cdot \rangle_0 \) in \( V_1 \) associated with an orthonormal basis \( X_1, \ldots, X_k \). Relative this basis, we construct the horizontal tangent subbundle \( HTG \) of the tangent bundle \( TG \) with fibers \( HT_x G \) which is the vector space spanned by \( X_1(x), \ldots, X_k(x), x \in G \). A left-invariant vector field \( X \) on \( G \) is said to be horizontal if it is a section of the horizontal tangent bundle.
The group $G$ is diffeomorphic with its algebra $\mathfrak{g} = \mathbb{R}^m$ with $m = \sum_{i=1}^{r} \dim V_i$ via the exponential map $\exp : \mathfrak{g} \to G$. Hence, we can identify an element $g \in G$ with an element $x = (x_1, \ldots, x_k, t_{k+1}, \ldots, t_m) \in \mathbb{R}^m$ by the formula

$$g = \exp \left( \sum_{i=1}^{k} x_i X_i + \sum_{i=k+1}^{m} t_i T_i \right)$$

where $T_{k+1}, \ldots, T_m$ denote a set of non-horizontal vectors extending $X_1, \ldots, X_k$ to a basis of $\mathfrak{g}$.

The Haar measure on $G$ is induced by the exponential map from the Lebesgue measure on $\mathfrak{g} = \mathbb{R}^m$. Throughout this paper, statements involving measure theory are always understood to be with respect to Haar measure.

The horizontal divergence of a vector field

$$\eta = \sum_{i=1}^{k} \varphi_i X_i + \sum_{i=k+1}^{m} \psi_i T_i$$

is given by

$$\text{div}_0 \eta = \sum_{i=1}^{k} X_i(\varphi_i).$$

Let $U$ be a domain of $G$. For a function $f \in L^1_{\text{loc}}(U)$ the space of locally integrable functions on $U$, we say that the horizontal gradient of $f$ exists in the distributional sense if there exists a horizontal vector field $v = \sum_{i=1}^{k} v_i X_i$ with $v_i \in L^1_{\text{loc}}(U)$ such that

$$\int_U \langle v, \eta \rangle_0 \, dx = - \int_U f \text{div}_0 \eta \, dx$$

for any smooth compactly supported horizontal vector fields $\eta$ in $U$. We write $\nabla_0 f = v$ for the horizontal gradient of $f$. Note that if $f \in C^1(U)$ then $\nabla_0 f$ is the unique horizontal vector field in $U$ defined by the equation

$$\langle \nabla_0 f, X \rangle_0 = X(f),$$

for any horizontal vector fields $X$ in $U$. For $p \geq 1$, we denote by $HW^{1,p}(U)$ the horizontal Sobolev space consisting all function $f \in L^p(U)$ such that $\nabla_0 f$ exists in the distributional sense and $|\nabla_0 f| \in L^p(U)$ where $| \cdot |$ is the norm on $V_i$ induced by the scalar product $\langle \cdot, \cdot \rangle_0$. $HW^{1,p}_0(U)$ is the closure of $C^\infty_0(\Omega)$ in $HW^{1,p}(\Omega)$.

For $t > 0$, the one-parameter family of dilatations $\{\delta_t\}_t$ acting on $\mathfrak{g}$ is defined by $\delta_t(X) = tX$ if $X \in V_i$ and extending by linearity. Via the exponential map, $\delta_t$ induces an automorphism of $G$ onto itself which we still denote by $\delta_t$. The Jacobian determinant of $\delta_t$ (relative to Haar measure) is $t^Q$ where

$$Q = \sum_{i=1}^{r} i \dim V_i$$

is the homogeneous dimension of $G$ which plays the role of dimension in analysis in Carnot groups.

A homogeneous norm on $G$ is a nonnegative function $f : G \to [0, \infty)$ so that

(i) $f(x) > 0$ if $x \neq 0$ and $f(0) = 0$,
(ii) $f(\delta_t(x)) = tf(x)$ for any $t > 0$ and $x \in G$,
(iii) $f(x^{-1}) = f(x)$ for any $x \in G$. 

Suppose that $G$ is a Carnot group of homogeneous dimension $Q \geq 3$. Let $U$ be a domain in $G$ and $1 < p < \infty$. A function $f \in HW^{1,p}(U)$ is said to be a (weak) solution to the sub-elliptic $p$-Laplace equation in $U$ if
\begin{equation}
\int_U |\nabla_0 f|^{p-2} (\nabla_0 f, \nabla_0 \phi) \, dx = 0
\end{equation}
for any test function $\phi \in C_0^\infty(U)$. In case $|\nabla_0 f|^{p-2} \nabla_0 f \in C^1(U)$, the standard method shows that (2.1) is equivalent to the equation
\begin{equation}
\Delta_{0,p} f := \text{div}_0 (|\nabla_0 f|^{p-2} \nabla_0 f) = \sum_{i=1}^k X_i (|\nabla_0 f|^{p-2} X_i f) = 0.
\end{equation}

We call a function $f$ to be $p$-harmonic if it satisfies (2.1) in $U$. The operator $\Delta_{0,p}$ is called the sub-elliptic $p$-Laplace operator. For basis results on potential theory on Carnot groups, we refer the readers to \cite{28, 12}.

In the case $p = 2$, we write $\Delta_0 = \Delta_{0,2} = \sum_{i=1}^k X_i^2$. This is Kohn’s sub-Laplace operator on $G$. The harmonic analysis associated with $\Delta_0$ has been a subject of many investigations. Folland \cite{22} proved in any Carnot group that there exists a unique fundamental solution $u_2$ to the equation for the 2-Laplace operator which is smooth away from 0 and homogeneous of degree $2 - Q$. For the non-linear case $p \neq 2$, there are existence results but there is no regularity theory for the solutions of the $p$-Laplace operator except for the special case of Heisenberg groups or H-type groups (see \cite{7, 12, 28}). From \cite{28, Proposition 4.16}, there is a weak solution $u_Q$ of the $Q$-Laplace equation (the so-called singular solution) that is continuous on $G \setminus \{0\}$, has prescribed singularity $\lim_{x \to 0} u_Q(x) = \infty$ and $\lim_{x \to \infty} u_Q(x) = -\infty$. According to an additional result in \cite{6}, there exists a positive constant $a_Q > 0$ such that the function $N(x) = \exp(-a_Q u_Q(x))$ if $x \neq 0$ and $u(0) = 0$ defined a homogeneous norm on $G$. Let $S$ denote the unit sphere with respect to $N$, i.e., $S = \{x : N(x) = 1\}$. It was shown in \cite{23} that there exists a Radon measure $\sigma$ on $S$ such that for any $f \in L^1(G)$
\begin{equation}
\int_G f(x) \, dx = \int_0^\infty \int_S f(\delta_s(x)) \, d\sigma(x) s^{Q-1} \, ds.
\end{equation}
Note that $|\nabla_0 N|_S \in L^Q(S, d\sigma)$ (see \cite[Lemma 2.9]{8}). Let us define
\begin{equation}
c_Q = \int_S |\nabla_0 N|^Q \, d\sigma.
\end{equation}
The existence of the fundamental solution of the $Q$-Laplace equation was proved by Balogh, Manfredi and Tyson in \cite[Theorem 3.1]{8}. More precisely, they proved that up to a constant multiply $u_Q$ is a fundamental solution of the $Q$-Laplace equation, i.e., there is $b_Q \in \mathbb{R}$ such that
\[- \text{div}_0 (|\nabla_0 u_Q|^{Q-2} \nabla_0 u_Q) = b_Q \delta_0.
\]
They also show that
\begin{equation}
\text{div}_0 \left( \frac{|\nabla_0 N|^{Q-2}}{N^{Q-1}} \nabla_0 N \right) = c_Q \delta_0,
\end{equation}

Now for any $u \in C_0^\infty(\Omega \setminus \{0\})$, let us define the new function $v$ by
\[v(x) = u(x) E_1 \left( \frac{N(x)}{R} \right) .\]
We then have the following result:

**Proposition 2.1.** For any \( R \geq R_\Omega \), it holds

\[
I_G[u, \Omega, R] \geq C_1(Q) \int_\Omega E_1^{Q-1} \left( \frac{N(x)}{R} \right) |\nabla_0 v(x)|^Q \, dx.
\]

**Proof.** By the straightforward computations, we have

\[
\nabla_0 u(x) = E_1^{Q-1} \left( \frac{N(x)}{R} \right) \nabla_0 v(x) - \frac{Q-1}{Q} E_1^{Q-2} \left( \frac{N(x)}{R} \right) v(x) \nabla_0 N(x) \frac{N(x)}{N(x)}.
\]

Using the elementary inequality (see [10, Lemma 3.1])

\[
|a + b|^p \geq |a|^p + p|a|^{p-2} \langle a, b \rangle + C_1(p)|b|^p, \quad p \geq 2, \ a, b \in \mathbb{R}^n,
\]

we have

\[
|\nabla_0 u(x)|^Q \geq \left( \frac{Q-1}{Q} \right)^Q \frac{|u(x)|^Q}{N(x)Q} \left( \frac{N(x)}{R} \right)^{Q-1} |\nabla_0 v(x)|^Q,
\]

\[
- \left( \frac{Q-1}{Q} \right)^{Q-1} \frac{\langle \nabla_0 (|v(x)|^Q), |\nabla_0 N(x)|^{Q-2} \nabla_0 N(x) \rangle}{N(x)^{Q-1}} - C_1(Q) E_1^{Q-1} \left( \frac{N(x)}{R} \right) |\nabla_0 v(x)|^Q.
\]

Integrating the previous inequality in \( G \) and using integration by parts and (2.4), we obtain the desired inequality. \( \square \)

## 3. Proof of Theorem 1.1

In this section, we prove Theorem 1.1. The proof follows the idea from [9] by using a suitable horizontal vector field.

**Proof of Theorem 1.1.** We define the horizontal vector field \( T \) on \( G \) by

\[
T(x) = \left( \frac{Q-1}{Q} \right)^{Q-1} \frac{|\nabla_0 N(x)|^{Q-2} \nabla_0 N(x)}{N(x)^{Q-1}} \left( E_1^{1-Q} \left( \frac{N(x)}{R} \right) \right)
+ \sum_{i=2}^m E_1^{1-Q} \left( \frac{N(x)}{R} \right) E_2^{1-Q} \left( \frac{N(x)}{R} \right) \cdots E_i^{1-Q} \left( \frac{N(x)}{R} \right).
\]

Notice that

\[
(3.1) \quad E_1'(t) = -\frac{1}{t}, \quad E_k'(t) = -\frac{1}{t} (E_1(t) \cdots E_{k-1}(t))^{-1}, \quad k \geq 2, \ t \in (0, 1],
\]

From (2.4) and (3.1), we can easily verify that

\[
\text{div}_0 T(x) = \frac{(Q-1)^Q}{Q^{Q-1}} \frac{|\nabla_0 N(x)|^Q}{N(x)^Q E_1^{Q-1} \left( \frac{N(x)}{R} \right)} \left[ 1 + \sum_{i=2}^m \frac{1}{E_2 \left( \frac{N(x)}{R} \right) \cdots E_i \left( \frac{N(x)}{R} \right)} \right]
+ \frac{1}{Q-1} \sum_{i=2}^m \sum_{j=2}^i \frac{1}{E_2 \left( \frac{N(x)}{R} \right) \cdots E_j \left( \frac{N(x)}{R} \right) E_{j+1} \left( \frac{N(x)}{R} \right) \cdots E_i \left( \frac{N(x)}{R} \right)}
\]
for a.e. $x \in G$. Using the estimates in the proof of [9, Theorem B], we have

$$\operatorname{div}_0 T(x) - (Q - 1)|T(x)|^{\frac{Q}{Q - 1}} = (Q - 1)^Q \frac{|\nabla_0 N(x)|^Q}{N(x)^Q E_1^Q \left( \frac{N(x)}{R} \right)}} \left[ 1 + \sum_{i=2}^m E_2 \left( \frac{N(x)}{R} \right) E_3 \left( \frac{N(x)}{R} \right) \cdots E_i \left( \frac{N(x)}{R} \right) \right]$$

$$+ \frac{1}{Q - 1} \sum_{i=2}^m \frac{m}{i} \sum_{j=2}^i E_2 \left( \frac{N(x)}{R} \right) E_3 \left( \frac{N(x)}{R} \right) \cdots E_i \left( \frac{N(x)}{R} \right)$$

$$- \frac{Q - 1}{Q} \left( 1 + \sum_{i=2}^m \frac{1}{E_2 \left( \frac{N(x)}{R} \right) E_3 \left( \frac{N(x)}{R} \right) \cdots E_i \left( \frac{N(x)}{R} \right) \right) \right]$$

$$\geq \left( \frac{Q - 1}{Q} \right)^Q \frac{|\nabla_0 N(x)|^Q}{N(x)^Q E_1^Q \left( \frac{N(x)}{R} \right)}} \left( 1 + \frac{Q}{2Q - 1} \sum_{i=2}^m \frac{1}{E_2 \left( \frac{N(x)}{R} \right) E_3 \left( \frac{N(x)}{R} \right) \cdots E_i \left( \frac{N(x)}{R} \right) \right) \right)$$

for a.e. $x \in G$. Multiplying both sides by $|u(x)|^Q$ and integrating the obtained inequality in $G$, we get

$$\left( \frac{Q - 1}{Q} \right)^Q \int_G \frac{|\nabla_0 N(x)|^Q}{N(x)^Q E_1^Q \left( \frac{N(x)}{R} \right)}} \left( 1 + \frac{Q}{2Q - 1} \sum_{i=2}^m \frac{1}{E_2 \left( \frac{N(x)}{R} \right) E_3 \left( \frac{N(x)}{R} \right) \cdots E_i \left( \frac{N(x)}{R} \right) \right) \right)$$

$$\times |u(x)|^Q dx \leq \int_G |u(x)|^Q \operatorname{div}_0 T(x) dx - (Q - 1) \int_G |u(x)|^Q |T(x)|^{\frac{Q}{Q - 1}} dx.$$  (3.2)

Using integration by parts and Hölder inequality, we obtain

$$\int_G |u(x)|^Q \operatorname{div}_0 T(x) dx = -Q \int_G |u(x)|^{Q-2} u(x) \langle \nabla_0 u(x), T(x) \rangle_0 dx$$

$$\leq \int_G |\nabla_0 u(x)|^Q dx + (Q - 1) \int_G |u(x)|^Q |T(x)|^{\frac{Q}{Q - 1}} dx.$$  (3.3)

Inserting (3.3) into (3.2) we get the desired inequality (1.4).

Suppose that the inequality (1.5) holds true for some $B > 0$, $\gamma \in \mathbb{R}$. Without loss of generality, we assume that the unit ball $B_N := \{x : N(x) < 1\}$ is included in $\Omega$. Let $\psi \in C^\infty([0, \infty))$ be such that $\psi(t) = 1$ if $t \leq \frac{1}{2}$, $\psi(t) = 0$ if $t \geq 1$ and $0 \leq \psi \leq 1$. Define $\varphi(x) = \psi(N(x))$. For any $t > 0$, denote $\varphi_t(x) = \varphi(\delta_t(x))$.

For small parameters $\alpha_1, \ldots, \alpha_m > 0$, we define

$$w(x) = E_1^{\frac{Q-1-\alpha_1}{Q}} \left( \frac{N(x)}{R} \right) E_2^{\frac{1-\alpha_2}{Q}} \left( \frac{N(x)}{R} \right) \cdots E_m^{\frac{1-\alpha_m}{Q}} \left( \frac{N(x)}{R} \right)$$

and

$$u(x) = \varphi(x)w(x).$$
We claim that \( u \in HW^{1,Q}(\Omega) \). Indeed, for \( \alpha > 0 \), let us define \( u_\alpha(x) = N(x)^\alpha u(x) \). We note that \( u_\alpha \in C_0(\Omega) \) for any \( \alpha > 0 \). A simple computation show that

\[
\nabla_0 w(x) = E_1^{\frac{1+\alpha}{Q}} \left( \frac{N(x)}{R} \right) \prod_{k=2}^{m} E_k^{\frac{1-\alpha_k}{Q}} \left( \frac{N(x)}{R} \right) \times \left( \frac{Q-1-\alpha_1}{Q} + \sum_{k=2}^{m} \frac{1-\alpha_i}{Q} \prod_{i=2}^{k} \frac{1}{E_i} \left( \frac{N(x)}{R} \right) \right) \nabla_0 N(x) \frac{N(x)}{\hat{N}(x)},
\]

for a.e. \( x \in \Omega \). Notice that \( E_i \geq 1 \) and there exists \( C_{\alpha_1} > 0 \) such that

\[
\prod_{k=2}^{m} E_i^{\frac{1-\alpha_i}{Q}}(t) \leq C_{\alpha_1} E_1^{\frac{\alpha_1}{2}Q}(t), \quad t \in (0,1].
\]

Consequently, we have

\[
|\nabla_0 w(x)| \leq \frac{Q+m-2}{Q} C_{\alpha_1} E_1^{-\frac{2+\alpha_1}{2Q}} \left( \frac{N(x)}{R} \right) |\nabla_0 N(x)| \frac{N(x)}{\hat{N}(x)}.
\]

for a.e. \( x \in \Omega \). Using the formulas (2.2) and (2.3), it is easy to see that

\[
\int_{B_N \setminus \{0\}} |\nabla_0 w(x)|^Q dx < \infty.
\]

Since

\[
\nabla u(x) = \psi' \left( \frac{N(x)}{R} \right) w(x) \nabla_0 N(x) \frac{N(x)}{R} + \varphi(x) \nabla_0 w(x),
\]

for a.e. \( x \in \Omega \) and the support of \( \psi' \left( \frac{N(x)}{R} \right) \) is contained in \( \{x : \frac{1}{2} \leq N(x) \leq 1\} \), then we can readily check that

\[
\int_{\Omega \setminus \{0\}} |\nabla_0 u(x)|^Q dx < \infty.
\]

Finally, we have

\[
\nabla_0 u_\alpha(x) = \alpha N(x)^{\alpha-1} w(x) \nabla_0 N(x) + N(x)^\alpha \nabla_0 w(x),
\]

for a.e. \( x \in \Omega \) and hence it is not hard to see that \( |\nabla_0 u_\alpha|^Q \in L^1(\Omega) \). Consequently, \( u_\alpha \in HW^{1,Q}_0(\Omega) \). We show that

\[
(3.4) \quad \lim_{\alpha \to 0} \alpha^Q \int_{\Omega \setminus \{0\}} N(x)^{(\alpha-1)Q} w(x)^Q |\nabla_0 N(x)|^Q dx = 0.
\]

Indeed, since \( \varphi \leq 1 \) and \( E_1 \geq 1 \), we have

\[
\int_{\Omega \setminus \{0\}} N(x)^{(\alpha-1)Q} w(x)^Q |\nabla_0 N(x)|^Q dx \leq C_{\alpha_1}^Q \int_{B_N \setminus \{0\}} N(x)^{(\alpha-1)Q} E_1^{Q-1-\frac{\alpha_1}{Q}} \left( \frac{N(x)}{R} \right) |\nabla_0 N(x)|^Q dx
\]

By (2.2) and (2.3), we get

\[
\int_{\Omega \setminus \{0\}} N(x)^{(\alpha-1)Q} w(x)^Q |\nabla_0 N(x)|^Q dx \leq C_{\alpha_1}^Q \int_{0}^{1} t^{\alpha Q-1} \left( 1 - \ln \frac{t}{R} \right)^{Q-1-\frac{\alpha_1}{Q}} dt.
\]
Making the change of variable \( t = Re^{-s/(\alpha Q)} \), we obtain
\[
\int_{\Omega \setminus \{0\}} N(x)^{(\alpha-1)Q} w(x)^Q |\nabla_0 N(x)|^Q dx \leq \frac{C Q_c R^{\alpha Q}}{(\alpha Q)^{Q-\frac{K}{Q}}} \int_0^\infty e^{-s} (\alpha Q + s)^{Q-\frac{K}{Q}} ds.
\]
Finally, we get
\[
\alpha^Q \int_{\Omega \setminus \{0\}} N(x)^{(\alpha-1)Q} w(x)^Q |\nabla_0 N(x)|^Q dx \leq \frac{C Q_c R^{\alpha Q} \alpha^{\frac{K}{Q}}}{Q^{Q-\frac{K}{Q}}} \int_0^\infty e^{-s} (\alpha Q + s)^{Q-\frac{K}{Q}} ds,
\]
which then implies (3.4). On the other hand, by Lebesgue dominated convergence theorem we have
\[
\lim_{\alpha \to 0} \int_{\Omega \setminus \{0\}} |N(x)^a - 1|^Q |\nabla_0 w(x)|^Q dx = 0.
\]
This limit together with (3.4) implies
\[
\lim_{\alpha \to 0} \int_{\Omega \setminus \{0\}} |\nabla_0 u_\alpha(x) - \nabla_0 u(x)|^Q dx = 0.
\]
Hence \( u \in HW^1,1^Q(\Omega) \).

Using the elementary inequality
\[
|a + b|^p \leq |a|^p + C_p(|a|^{p-1}|b| + |b|^p), \quad a, b \in \mathbb{R}^N, \quad N \geq 1, \quad p \geq 2,
\]
for some constant \( C_p \) depending only on \( p \), we obtain
\[
\int_{\Omega} |\nabla_0 u(x)|^Q dx \leq \int_{\Omega} \varphi(x)^Q |\nabla_0 w(x)|^Q dx
\]
\[
+ C_Q \int_{\Omega} |\nabla_0 \varphi(x)|^{Q-1} |\nabla_0 w(x)|^{Q-1} w(x) dx
\]
\[
+ C_Q \int_{\Omega} |\nabla_0 \varphi(x)|^Q w(x)Q dx = I_1 + I_2 + I_3.
\]
It is not hard to see that \( I_2 \) and \( I_3 \) are uniformly bounded with respect to the \( \alpha_1, \ldots, \alpha_m \). Hence
\[
(3.5) \quad \int_{\Omega} |\nabla_0 u(x)|^Q dx \leq \int_{\Omega} \varphi(x)^Q |\nabla_0 w(x)|^Q dx + O(1)
\]
uniformly as \( \alpha_1, \ldots, \alpha_m \to 0 \).

From the computation above, we have
\[
\nabla_0 w(x) = E_1^{\frac{1}{Q-1}} \left( \frac{N(x)}{R} \right)^m \prod_{k=2}^m E_k^{\frac{1}{Q-1}} \left( \frac{N(x)}{R} \right) \left( \frac{Q-1}{Q} + \frac{\eta(x)}{Q} \right) \nabla_0 N(x) / N(x),
\]
for a.e. \( x \in \Omega \) with
\[
\eta(x) = -\alpha_1 + \sum_{k=2}^m \frac{1}{(1 - \alpha_1) \prod_{i=2}^k E_i \left( \frac{N(x)}{R} \right)}.
\]
Notice that \( \eta(x) \) is uniformly bounded as \( \alpha_1, \ldots, \alpha_m \to 0 \), hence there exists a positive constant \( c \) such that
\[
\left| \frac{Q-1}{Q} + \frac{\eta(x)}{Q} \right|^Q \leq \left( \frac{Q-1}{Q} \right)^Q + \left( \frac{Q-1}{Q} \right)^{Q-1} \eta + \frac{1}{2} \left( \frac{Q-1}{Q} \right)^{Q-1} \eta^2 + c|\eta|^3.
\]
Therefore
\[
\int_\Omega \varphi(x)^Q |\nabla_0 w(x)|^Q dx \leq \int_\Omega \varphi(x)^Q E_1^{-1-\alpha_1} \left( \frac{N(x)}{R} \right) \prod_{k=2}^m E_k^{1-\alpha_k} \left( \frac{N(x)}{R} \right) \\
\times \left( \left( \frac{Q-1}{Q} \right)^Q + \left( \frac{Q-1}{Q} \right)^{Q-1} \eta + \frac{1}{2} \left( \frac{Q-1}{Q} \right)^{Q-1} \eta^2 + c|\eta|^3 \right) \frac{|\nabla_0 N(x)|^Q}{N(x)^Q} \, dx
\]
(3.6) = J_1 + J_2 + J_3 + J_4.

Since \( E_i \geq 1 \), then there exists a positive constant \( c' \) such that
\[
|\eta|^3 \leq c' \left( \alpha_1^3 + \frac{1}{E_2^3 \left( \frac{N(x)}{R} \right)} \right).
\]
Furthermore, there exists \( c'' > 0 \) such that
\[
\prod_{k=2}^m E_k^{1-\alpha_k} \leq c'' E_2^3.
\]
Therefore
\[
J_4 \leq c' c'' \int_{B_N} E_1^{-1-\alpha_1} \left( \frac{N(x)}{R} \right) E_2^3 \left( \frac{N(x)}{R} \right) \left( \alpha_1^3 + \frac{1}{E_2^3 \left( \frac{N(x)}{R} \right)} \right) \frac{|\nabla_0 N(x)|^Q}{N(x)^Q} \, dx
\]
\[= c' c'' \left( \alpha_1^3 J_{41} + J_{42} \right).\]

By (2.2) and (2.3), we have
\[
J_{41} = c_Q \int_0^1 E_1^{-1-\alpha_1} \left( \frac{t}{R} \right) E_2^3 \left( \frac{t}{R} \right) \, dt.
\]
Making the change of variable \( s = \alpha_1 E_2(t/R) \), we get
\[
J_{41} \leq \alpha_1^3 \epsilon^{\alpha_1} c_Q \int_0^\infty e^{-s} s^{\frac{3}{2}} \, ds.
\]
Hence \( \alpha_1^3 J_{41} = O(1) \) uniformly as \( \alpha_1, \ldots, \alpha_m \to 0 \). Similarly, we have
\[
J_{42} \leq c_Q \int_{E_2(1/R)}^\infty e^{-\alpha_1 (s-1)} s^{-\frac{3}{2}} \, ds = O(1),
\]
uniformly as \( \alpha_1, \ldots, \alpha_m \to 0 \). Thus, we have proved
\[
J_4 = O(1), \quad \text{uniformly as } \alpha_1, \ldots, \alpha_m \to 0.
\]

Notice that
\[
J_1 = \left( \frac{Q-1}{Q} \right)^Q \int_\Omega \frac{|u(x)|^Q}{N(x)^Q E_1^Q \left( \frac{N(x)}{R} \right)} |\nabla_0 N(x)|^Q \, dx.
\]
Denote
\[
I_{m-1} := \int_\Omega |\nabla_0 u|^Q \, dx - \left( \frac{Q-1}{Q} \right)^Q \int_\Omega |\nabla_0 N(x)|^Q \frac{|u(x)|^Q}{N(x)^Q E_1^Q \left( \frac{N(x)}{R} \right)} \, dx
\]
\[- \frac{1}{2} \left( \frac{Q-1}{Q} \right)^{Q-1} \sum_{k=2}^{m-1} \int_\Omega |\nabla_0 N(x)|^Q \frac{|u(x)|^Q}{N(x)^Q E_1^Q \left( \frac{N(x)}{R} \right)} \prod_{i=2}^k E_i^2 \left( \frac{N(x)}{R} \right) \, dx.
\]
Expanding $\eta^2$, collecting the similar terms and using \( (3.5) \) and \( (3.6) \), we have

\[
I_{m-1} \leq \frac{1}{2} \left( \frac{Q-1}{Q} \right)^{Q-1} J + O(1),
\]

with

\[
J = A_m + \sum_{i=1}^{m} (\alpha_i^2 - 2\alpha_i) A_i + 2 \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} (1 - \alpha_i)(1 - \alpha_j) B_{ij},
\]

where

\[
A_1 = \int_{\Omega} \varphi(x)^Q E_1^{1-\alpha_1} \left( \frac{N(x)}{R} \right) \prod_{k=2}^{m} E_k^{1-\alpha_k} \left( \frac{N(x)}{R} \right) \frac{|\nabla \nabla_0 N(x)|^Q}{N(x)^Q} \, dx,
\]

\[
A_i = \int_{\Omega} \varphi(x)^Q E_1^{1-\alpha_1} \left( \frac{N(x)}{R} \right) \prod_{k=2}^{i} E_k^{1-\alpha_k} \left( \frac{N(x)}{R} \right) \prod_{k=i+1}^{m} E_k^{1-\alpha_k} \left( \frac{N(x)}{R} \right) \frac{|\nabla \nabla_0 N(x)|^Q}{N(x)^Q} \, dx
\]

for \( 2 \leq i \leq m \),

\[
B_{1j} = \int_{\Omega} \varphi(x)^Q E_1^{1-\alpha_1} \left( \frac{N(x)}{R} \right) \prod_{k=2}^{j} E_k^{1-\alpha_k} \left( \frac{N(x)}{R} \right) \prod_{k=j+1}^{m} E_k^{1-\alpha_k} \left( \frac{N(x)}{R} \right) \frac{|\nabla \nabla_0 N(x)|^Q}{N(x)^Q} \, dx
\]

for \( 2 \leq j \leq m \), and

\[
B_{ij} = \int_{\Omega} \varphi(x)^Q E_1^{1-\alpha_1} \left( \frac{N(x)}{R} \right) \prod_{k=2}^{i} E_k^{1-\alpha_k} \left( \frac{N(x)}{R} \right) \prod_{k=i+1}^{m} E_k^{1-\alpha_k} \left( \frac{N(x)}{R} \right) \frac{|\nabla \nabla_0 N(x)|^Q}{N(x)^Q} \, dx
\]

for \( 2 \leq i < j \leq m \).

We intend to take the limit $\alpha_1 \to 0$ in \( (3.8) \). By using the similar estimate for $J_{41}$ and $J_{42}$ we see that all terms in \( (3.8) \) has finite limit except $A_1$ and $B_{1j}$. We have by \( (2.2) \), \( (2.3) \) and integration by parts that

\[
\alpha_1 A_1 = c_Q \alpha_1 \int_0^1 \psi(t)^Q E_1^{1-\alpha_1} \left( \frac{t}{R} \right) \prod_{k=2}^{m} E_k^{1-\alpha_k} \left( \frac{t}{R} \right) t^{-1} \, dt \]

\[
= c_Q \int_0^1 \psi(t)^Q \left( E_1^{1-\alpha_1} \left( \frac{t}{R} \right) \right) \prod_{k=2}^{m} E_k^{1-\alpha_k} \left( \frac{t}{R} \right) \, dt \]

\[
= \sum_{j=2}^{m} (1 - \alpha_j) B_{1j} - Qc_Q \int_0^1 \psi'(t) E_1^{1-\alpha_1} \left( \frac{t}{R} \right) \prod_{k=2}^{m} E_k^{1-\alpha_k} \left( \frac{t}{R} \right) \, dt.
\]

The second term on the right-hand side is $O(1)$. Similarly, we get

\[
B_{1j} = - \sum_{i=2}^{j-1} \alpha_i B_{ij} - \alpha_j A_j + \sum_{i=j+1}^{m} (1 - \alpha_i) B_{ji} + O(1).
\]
Consequently, we have
\[
(\alpha_1^2 - 2\alpha_1)A_1 + 2 \sum_{j=2}^{m} (1 - \alpha_1)(1 - \alpha_j)B_{1j} = \sum_{i=2}^{m} (\alpha_i - \alpha_i^2)A_i + \sum_{i=2}^{m-1} \sum_{j=i+1}^{m} (2\alpha_i - 1)(1 - \alpha_j)B_{ij} + O(1).
\]
Inserting this expression into (3.8) and letting \(\alpha_1 \to 0\), we get
\[
(3.9) \quad J = A_m - \sum_{i=2}^{m} \alpha_i A_i + \sum_{i=2}^{m-1} \sum_{j=i+1}^{m} (1 - \alpha_j)B_{ij} + O(1), \quad (\alpha_1 = 0).
\]
Similarly, we intend to take the limit \(\alpha_2 \to 0\). We have by (2.2), (2.3) and integration by parts that
\[
\alpha_2 A_2 = c_Q \alpha_2 \int_0^1 \psi(t)^Q E_1^{-1} \left( \frac{t}{R} \right) E_2^{-1-\alpha_k} \left( \frac{t}{R} \right) \prod_{k=3}^{m} E_k^{1-\alpha_k} \left( \frac{t}{R} \right) t^{-1} \, dt
\]
\[
= c_Q \int_0^1 \psi(t)^Q \left( E_2^{-\alpha_2} \left( \frac{t}{R} \right) \right)' \prod_{k=3}^{m} E_k^{1-\alpha_k} \left( \frac{t}{R} \right) \, dt
\]
\[
= \sum_{j=3}^{m} (1 - \alpha_j)B_{2j} - Qc_Q \int_0^1 \psi'(t) E_2^{-\alpha_2} \left( \frac{t}{R} \right) \prod_{k=3}^{m} E_k^{1-\alpha_k} \left( \frac{t}{R} \right) \, dt.
\]
The second term on the right-hand side is \(O(1)\). Inserting the previous expression into (3.9) and letting \(\alpha_2 \to 0\), we get
\[
J = A_m - \sum_{i=3}^{m} \alpha_i A_i + \sum_{i=3}^{m-1} \sum_{j=i+1}^{m} (1 - \alpha_j)B_{ij} + O(1), \quad (\alpha_1 = \alpha_2 = 0).
\]
Repeating this process, we arrive
\[
(3.10) \quad J = (1 - \alpha_m)A_m + O(1), \quad (\alpha_1 = \alpha_2 = \cdots = \alpha_{m-1} = 0).
\]
Combining (1.5), (3.7) and (3.10) together, we get
\[
B \leq \frac{1}{2} \left( \frac{Q - 1}{Q} \right)^{Q-1} \frac{(1 - \alpha_m)A_m + O(1)}{\int_{\Omega} \frac{\varphi(x)^Q |\nabla_0 N(x)|^Q}{N(x)^Q E_1 \left( \frac{N(x)}{R} \right) \prod_{i=2}^{m-1} E_i \left( \frac{N(x)}{R} \right) E_m^{-1+\alpha_m} \left( \frac{N(x)}{R} \right)} \, dx}.
\]
We have
\[
A_m = c_Q \int_0^1 \psi(t)^Q \frac{1}{t} \prod_{i=1}^{m-1} E_i \left( \frac{t}{R} \right) E_m^{1+\alpha_m} \left( \frac{t}{R} \right) \, dt
\]
\[
= c_Q \int_{E_m(1/R)}^\infty s^{-1-\alpha_m} \, ds \quad (s = E_m(t/R))
\]
\[
= \frac{c_Q}{\alpha_m} E_m^{-\alpha_m} \left( \frac{1}{R} \right).
\]
Hence \(A_m \to \infty\) as \(\alpha_m \to 0\). Since \(B > 0\), we then have
\[
\int_{\Omega} \frac{\varphi(x)^Q |\nabla_0 N(x)|^Q}{N(x)^Q E_1 \left( \frac{N(x)}{R} \right) \prod_{i=2}^{m-1} E_i \left( \frac{N(x)}{R} \right) E_m^{-1+\alpha_m} \left( \frac{N(x)}{R} \right)} \, dx < \infty,
\]
for any $\alpha_m > 0$ small. On the other hand, we have
\[
\int_{\Omega} \varphi(x) Q|\nabla_0 N(x)|^Q \frac{1}{N(x)^{1/m}} \prod_{i=2}^{m-1} E_i \left( \frac{N(x)}{R} \right) \frac{1}{E_m^{\gamma-1+\alpha_m} \left( \frac{N(x)}{R} \right)} \, dx
= c_Q \int_{0}^{1} \psi(t) \frac{1}{t E_1 \left( \frac{N(x)}{R} \right) \prod_{i=2}^{m-1} E_i \left( \frac{N(x)}{R} \right) E_m^{\gamma-1+\alpha_m} \left( \frac{N(x)}{R} \right)} \, dt
= c_Q \int_{E_m(1/R)}^{\infty} s^{\gamma-\alpha_m} \, ds \quad (s = E_m(t/R)).
\]
The preceding integral is finite if and only if $\alpha_m > 2 - \gamma$. Thus we have $\gamma \geq 2 - \alpha_m$ for $\alpha_m > 0$ small. Letting $\alpha_m \downarrow 0$, we obtain $\gamma \geq 2$.

Suppose $\gamma = 2$, then we have
\[
B \leq \frac{1}{2} \left( \frac{Q-1}{Q} \right)^{Q-1} (1 - \alpha_m + O(A_m^{-1})).
\]
Letting $\alpha_m \to 0$ and using the fact $A_m \to \infty$, we obtain $B \leq \frac{1}{2} \left( \frac{Q-1}{Q} \right)^{Q-1}$ as desired.

This theorem is completely proved. \qed

4. Proof of Theorem 1.2

In this section, we prove Theorem 1.2. The proof is based on the improved critical Hardy inequality from Theorem 1.1 and the Moser–Trudinger inequality in Carnot groups from [8].

Proof of Theorem 1.2. By density argument, it is enough to prove Theorem 1.2 for functions in $C^\infty_0(\Omega \setminus \{0\})$ with $I_G[u, \Omega, R] \leq 1$. Let $v(x) = E_1^{\frac{Q-1}{Q}} \left( \frac{N(x)}{R} \right) u(x)$, $x \in G$. We note that
\[
\nabla_0 \left( \frac{u(x)}{E_2^{\frac{Q}{Q-1}} \left( \frac{N(x)}{R} \right)} \right) = \nabla_0 \left( \frac{v(x) E_1^{\frac{Q-1}{Q}} \left( \frac{N(x)}{R} \right)}{E_2^{\frac{Q}{Q-1}} \left( \frac{N(x)}{R} \right)} \right)
= \nabla_0 v(x) \frac{E_1^{\frac{Q-1}{Q}} \left( \frac{N(x)}{R} \right)}{E_2^{\frac{Q}{Q-1}} \left( \frac{N(x)}{R} \right)} + v(x) \nabla_0 \left( \frac{E_1^{\frac{Q-1}{Q}} \left( \frac{N(x)}{R} \right)}{E_2^{\frac{Q}{Q-1}} \left( \frac{N(x)}{R} \right)} \right).
\]
The direct calculations show that
\[
\nabla_0 \left( \frac{E_1^{\frac{Q-1}{Q}} \left( \frac{N(y)}{R} \right)}{E_2^{\frac{Q}{Q-1}} \left( \frac{N(y)}{R} \right)} \right) = -\nabla_0 N(y) \frac{1}{N(y)} E_1^{\frac{Q}{Q-1}} \left( \frac{N(y)}{R} \right) E_2^{\frac{Q}{Q-1}} \left( \frac{N(y)}{R} \right) \left( \frac{Q-1}{Q} - \frac{2}{Q E_2 \left( \frac{N(y)}{R} \right)} \right).
\]
Since $Q \geq 3$ and $E_2 \geq 1$, we then have
\[
\left| \nabla_0 \left( \frac{E_1^{\frac{Q-1}{Q}} \left( \frac{N(y)}{R} \right)}{E_2^{\frac{Q}{Q-1}} \left( \frac{N(y)}{R} \right)} \right) \right| \leq \frac{Q-1}{Q} \frac{|\nabla_0 N(y)|}{N(y)} E_1^{\frac{Q}{Q-1}} \left( \frac{N(y)}{R} \right) E_2^{\frac{Q}{Q-1}} \left( \frac{N(y)}{R} \right).
\]
Using again $E_2 \geq 1$ and $u(x) = v(x)E_1^{\frac{Q-1}{Q}} \left( \frac{N(x)}{R} \right)$, we get

$$
\left\| \nabla_0 \left( \frac{u(x)}{E_2^{\frac{Q}{Q-1}} \left( \frac{N(x)}{R} \right)} \right) \right\|_Q \leq |\nabla_0 v(x)|E_1^{\frac{Q-1}{Q}} \left( \frac{N(x)}{R} \right) + \frac{Q-1}{Q} |\nabla_0 N(x)| E_1 \left( \frac{N(x)}{R} \right) E_2^{\frac{Q}{Q-1}} \left( \frac{N(x)}{R} \right).
$$

Theorem 1.1 and Proposition 2.1 yield

$$
(4.1) \left\| \nabla_0 \left( \frac{u(x)}{E_2^{\frac{Q}{Q-1}} \left( \frac{N(x)}{R} \right)} \right) \right\|_Q \leq 2^{Q-1} \left( C_1(Q) + \frac{Q}{Q-1} \right) =: b_Q^Q,
$$

here we use the convexity inequality $|a+b|^Q \leq 2^{Q-1}(|a|^Q + |b|^Q)$. Define $A_{Q,N} = b_Q^{Q-1} A_Q$. Then the inequality (1.10) follows from (1.7) and (4.1).

For the second statement, we prove by contradiction argument. By scaling argument, we can assume that the unit ball $B_N$ is included in $\Omega$. Suppose that there exists $C > 0$ so that (1.10) holds for $\beta < \frac{1}{Q}$ and $R \geq R_\Omega$. Choose $\theta \in (1,2)$ such that $1 < Q \beta + \theta < 2$. By repeating the argument in the proof of [36, Theorem 1.1], we would get the following inequality

$$
I_G[u, \Omega, R] \geq C \int_{\Omega} \frac{|u(x)|^Q}{N(x)^Q E_1 \left( \frac{N(x)}{R} \right) E_2^{Q\beta+\theta} \left( \frac{N(x)}{R} \right)} |\nabla_0 N(x)|^Q \, dx, \quad u \in HW^{1,Q}_0(\Omega)
$$

for some $C > 0$ which violates Theorem 1.1 since $Q \beta + \theta < 2$. This contradiction finishes the proof of the second statement. \(\square\)
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