Fast approximation of the affinity dimension for dominated affine iterated function systems

IAN D. MORRIS

Abstract. In 1988 Falconer introduced a formula which predicts the value of the Hausdorff dimension of the attractor of an affine iterated function system. The value given by this formula—sometimes referred to as the affinity dimension—is known to agree with the Hausdorff dimension both generically and in an increasing range of explicit cases. It is however a nontrivial problem to estimate the numerical value of the affinity dimension for specific iterated function systems. In this article we substantially extend an earlier result of Pollicott and Vytnova on the computation of the affinity dimension. Pollicott and Vytnova’s work applies to planar invertible affine contractions with positive linear parts under several additional conditions which among other things constrain the affinity dimension to be between 0 and 1. We extend this result by passing from planar self-affine sets to self-affine sets in arbitrary dimensions, relaxing the positivity hypothesis to a domination condition, and removing all other constraints including that on the range of values of the affinity dimension. We provide explicit examples of two- and three-dimensional affine iterated function systems for which the affinity dimension can be calculated to more than 30 decimal places.

1. Introduction

1.1. Background and context. If $T_1, \ldots, T_N : \mathbb{R}^d \to \mathbb{R}^d$ are contractions it is well-known that there exists a unique nonempty compact set $X \subset \mathbb{R}^d$ such that $X = \bigcup_{i=1}^{N} T_i X$. In this case $(T_1, \ldots, T_N)$ is called an iterated function system and the set $X$ its attractor. When each transformation $T_i$ is a similitude with contraction ratio $r_i \in (0, 1)$ and the distinct images $T_i X \cap T_j X$ do not overlap too strongly it is classical
that the box dimension and Hausdorff dimension of the attractor are both equal to the unique real number \( s > 0 \) such that \( \sum_{i=1}^{N} r_i^s = 1 \) (see for example [19, Theorem 9.3] or the original article [31]). In the case where each \( T_i \) is instead an affine map \( T_i x = A_i x + v_i \) the Hausdorff dimension and box dimension of the attractor \( X \)—which in this context we call a self-affine set—are more challenging to calculate. The problem of determining the Hausdorff dimension of such sets, even implicitly, has been an active topic of research since the 1980s and has received particularly intense research interest within the last decade (see for example the classic articles [10, 16, 17, 18, 30, 45] and more recent contributions such as [4, 5, 13, 14, 21, 23, 24, 39, 50]). In the landmark article [17] Falconer defined an implicit formula which is known to give the correct value for the Hausdorff dimension of a wide variety of self-affine sets. The subject of this article is the numerical estimation of the value predicted by Falconer’s formula.

In order to define Falconer’s formula we require a few preliminary definitions. Let \( M_d(\mathbb{R}) \) denote the set of all real \( d \times d \) matrices. If \( A \in M_d(\mathbb{R}) \) we recall that the singular values of \( A \) are defined to be the square roots of the eigenvalues of the positive semidefinite matrix \( A^T A \). We denote the singular values of \( A \in M_d(\mathbb{R}) \) by \( \sigma_1(A), \ldots, \sigma_d(A) \) in decreasing order of absolute value. For each \( A \in M_d(\mathbb{R}) \) and \( s \geq 0 \) let us define

\[
\phi^s(A) := \begin{cases} 
\sigma_1(A) \cdots \sigma_{[s]}(A) \sigma_{s}(A)^{s-[s]} & \text{if } 0 \leq s \leq d, \\
|\det A|^{\frac{s}{d}} & \text{if } s > d.
\end{cases}
\]

It was shown in [17] that for each \( s \geq 0 \) we have \( \phi^s(AB) \leq \phi^s(A)\phi^s(B) \) for all \( A, B \in M_d(\mathbb{R}) \). The affinity dimension of the iterated function system \( T_i x := A_i x = v_i \), where \( 1 \leq i \leq N \), is then defined to be the quantity

\[
\dim_{aff}(T_1, \ldots, T_N) := \inf \left\{ s > 0 : \sum_{n=1}^{\infty} \sum_{i_1, \ldots, i_n = 1}^{N} \phi^s(A_{i_1} \cdots A_{i_n}) < \infty \right\}.
\]

Since \( \dim_{aff}(T_1, \ldots, T_N) \) depends only on \( A_1, \ldots, A_N \) and not on the additive part of the transformations \( T_i \) we will also denote it by \( \dim_{aff}(A_1, \ldots, A_N) \). If the matrices \( A_1, \ldots, A_N \) are assumed to be invertible and contracting with respect to some norm on \( \mathbb{R}^d \) then the affinity dimension is the unique \( s > 0 \) such that the quantity

\[
P(A_1, \ldots, A_N; s) := \lim_{n \to \infty} \frac{1}{n} \log \sum_{i_1, \ldots, i_n = 1}^{N} \phi^s(A_{i_1} \cdots A_{i_n})
\]

is equal to zero.

Let \( \| \cdot \| \) denote the Euclidean norm on \( \mathbb{R}^d \). It was shown in [17] that when \( \max_{1 \leq i \leq N} \| A_i \| < 1 \) the affinity dimension \( \dim_{aff}(A_1, \ldots, A_N) \) is well-defined and is an upper bound for the box dimension of the attractor. (This argument may easily be adapted to the case where \( \max_{1 \leq i \leq N} \| A_i \| < 1 \) in the operator norm induced by some norm \( \| \cdot \| \) on \( \mathbb{R}^d \).) It was additionally shown that when matrices \( A_1, \ldots, A_N \) satisfying \( \max_{1 \leq i \leq N} \| A_i \| < \frac{1}{d} \) are fixed, then for Lebesgue-a.e. choice of \( (v_1, \ldots, v_N) \in (\mathbb{R}^d)^N \) the attractor of the affine transformations \( T_1, \ldots, T_N \) given by \( T_i x := A_i x + v_i \) has Hausdorff dimension equal to \( \min\{d, \dim_{aff}(A_1, \ldots, A_N)\} \).

Subsequent research focused on providing explicit examples for which the Hausdorff dimension of the attractor equals the affinity dimension of the defining iterated function system, with explicit special cases being given in articles such as [21, 24, 30, 50]. Recently, Bárány, Hochman and Rapaport have shown that the Hausdorff dimension of a planar self-affine set is always equal to the affinity dimension of the defining
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iterated function system as long as the matrices $A_i$ are invertible, the affine transformations satisfy the strong open set condition, and the matrices $| \det A_i |^{-1/2} A_i$ neither belong to a compact subgroup of $GL_2(\mathbb{R})$ nor preserve a finite subset of $\mathbb{R}^2$. At the present time, however, results on higher-dimensional self-affine sets additional to that of Falconer are essentially unavailable.

Despite its prominent rôle in the dimension theory of self-affine sets, the properties of the affinity dimension itself have been investigated only very recently. In the 2014 article [23] Feng and Shmerkin showed for the first time that the affinity dimension $\text{dim}_{\text{aff}}(A_1, \ldots, A_N)$ depends continuously on the entries of the matrices $A_1, \ldots, A_N$, and in [46] it was shown that the affinity dimension is computable in principle in the sense that for any given $\varepsilon > 0$ we may algorithmically compute an explicit approximation to $\text{dim}_{\text{aff}}(A_1, \ldots, A_N)$ which is guaranteed to be accurate to within the prescribed error $\varepsilon$ and which requires only finitely many arithmetical operations to calculate. However, the method of [46] does not result in an algorithm which is fast enough to be useful in practical computations. Further general properties of the affinity dimension were investigated in [13, 38].

At the present time there are very few practical techniques available for the computation of the affinity dimension. In the article [48] the author gave a simple closed-form expression for the affinity dimension in the very special case where the matrices $A_i$ are generalised permutation matrices, that is, matrices having exactly one nonzero entry in every row and column. Closed-form expressions are also available in the case of diagonal and upper-triangular matrices [22, 38]. To the best of the author’s knowledge there so far exists only one result in the literature which is powerful enough to be able to estimate the affinity dimension for a nonempty open set of examples in a practicable time frame. The following result was proved by Pollicott and Vytnova in [56]. Here and throughout this article $\rho(A)$ denotes the spectral radius of the matrix or linear operator $A$.

**Theorem 1.** Let $A_1, \ldots, A_N$ be $2 \times 2$ matrices which satisfy the following conditions:

(i) We have $\sigma_1(A_i)^2 < \sigma_2(A_i) < 1$ for all $i = 1, \ldots, N$.

(ii) If $Q_2$ is defined to be the open second quadrant $\{(x, y) \in \mathbb{R}^2 : x < 0 < y\}$, then the sets $A_1^{-1}Q_2, \ldots, A_N^{-1}Q_2$ are subsets of $Q_2$ and have pairwise disjoint closures in $Q_2$.

(iii) All entries of the matrices $A_i$ are strictly positive$^1$.

For each $n \geq 1$ and $s \in \mathbb{C}$ define

$$t_n(s) = \sum_{i_1, \ldots, i_n=1}^{N} \frac{\rho(A_{i_1} \cdots A_{i_n})^{2+s}}{\rho(A_{i_1} \cdots A_{i_n})^{2} - \det A_{i_1} \cdots A_{i_n}},$$

$$a_n(s) := \sum_{k=1}^{n} \frac{(-1)^k}{k!} \prod_{(n_1, \ldots, n_k) \in \mathbb{N}^k} \sum_{\sum_i n_i = n} t_m(s)$$

and $a_0(s) := 1$, and for each $n \geq 1$ let $s_n \in \mathbb{R}$ denote the smallest positive real number $s$ such that $\sum_{i=0}^{n} a_i(s) = 0$. Then $\text{dim}_{\text{aff}}(A_1, \ldots, A_N) \in (0, 1)$, $s_n$ is well-defined for

$^1$This hypothesis is invoked in Pollicott and Vytnova’s section 3 but is not explicitly stated in their introduction. It does not follow automatically from the other hypotheses unless the determinants are assumed positive.
all sufficiently large \( n \), and there exists \( \gamma > 0 \) such that

\[
|\text{dim}_{\text{aff}}(A_1, \ldots, A_N) - s_n| = O\left(\exp(-\gamma n^2)\right).
\]

Remark. The quantity \( a_n(s) \) may be alternatively characterised as

\[
\frac{(-1)^n}{n!} \det \begin{pmatrix}
    t_1(s) & n-1 & 0 & \cdots & 0 & 0 \\
    t_2(s) & t_1(s) & n-2 & \cdots & 0 & 0 \\
    t_3(s) & t_2(s) & t_1(s) & \cdots & 0 & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    t_{n-1}(s) & t_{n-2}(s) & t_{n-3}(s) & \cdots & t_1(s) & 1 \\
    t_n(s) & t_{n-1}(s) & t_{n-2}(s) & \cdots & t_2(s) & t_1(s)
\end{pmatrix},
\]

and we will prefer this format in our exposition.

The methods underlying the proof of Theorem 1 will be described in more detail in the following section. We remark that condition (i) above implies that the matrices are invertible, and the combination of the three conditions implies \( 0 < \text{dim}_{\text{aff}}(A_1, \ldots, A_N) < 1 \) (see [30] for details).

In fact the only condition which is really essential to Pollicott and Vynova’s argument is that the matrix entries are positive, although in cases where we have \( \text{dim}_{\text{aff}}(A_1, \ldots, A_N) \in (1, 2) \) the formula for \( t_n(s) \) must be replaced with

\[
t_n(s) := \sum_{i_1, \ldots, i_n=1}^N \frac{\rho(A_{i_1} \cdots A_{i_n})^{s-2} \det A_{i_1} \cdots A_{i_n}}{\rho(A_{i_1} \cdots A_{i_n})^{s-1} - \det A_{i_1} \cdots A_{i_n}}.
\]

In this article we aim to prove as comprehensive as possible an extension of Theorem 1. In particular, as well as removing hypotheses (i)–(ii) from Theorem 1 we will establish a version of that theorem which is valid for affine iterated function systems in dimensions higher than two, in which \( \text{dim}_{\text{aff}}(A_1, \ldots, A_N) \) may take any value in the range \((0, d)\), and in which the hypothesis of positivity is weakened to one of domination. In order to state our results in full we will require a number of definitions, which relate to multilinear algebra, to positivity and to domination.

1.2. Multilinear algebra. In extending Theorem 1 one of our concerns will be to allow matrices of arbitrary dimension. Whereas in two dimensions the function \( \varphi^s(A) \) admits the simple characterisation

\[
\varphi^s(A) = \begin{cases} 
|A|^s & \text{if } 0 \leq s \leq 1, \\
|\det A|^{s-1}||A||^{2-s} & \text{if } 1 \leq s \leq 2,
\end{cases}
\]

when \( s > 1 \) and \( d > 2 \) the analogous formula involves exterior powers of the matrix \( A \). In order to study the singular value function \( \varphi^s \) in dimensions higher than two we therefore need to recall some concepts and notation from multilinear algebra.

Recall that when \( 1 \leq k \leq d \) the real vector space \( \wedge^k \mathbb{R}^d \) is the vector space spanned by the formal expressions \( \{v_1 \wedge v_2 \wedge \cdots \wedge v_k : v_1, \ldots, v_k \in \mathbb{R}^d\} \) subject to the identifications

\[
\lambda(v_1 \wedge v_2 \wedge \cdots \wedge v_k) = (\lambda v_1) \wedge v_2 \wedge \cdots \wedge v_k,
\]

\[
(u_1 \wedge v_2 \wedge \cdots \wedge v_k) + (v_1 \wedge v_2 \wedge \cdots \wedge v_k) = (u_1 + v_1) \wedge v_2 \wedge \cdots \wedge v_k,
\]

\[
v_1 \wedge v_2 \wedge \cdots \wedge v_k = (-1)^{\text{sign}(\pi)} v_{\pi(1)} \wedge v_{\pi(2)} \wedge \cdots \wedge v_{\pi(k)}
\]

for all \( v_1, \ldots, v_k, u_1 \in \mathbb{R}^d, \lambda \in \mathbb{R} \) and permutations \( \pi : \{1, \ldots, k\} \to \{1, \ldots, k\} \).

The vector space \( \wedge^k \mathbb{R}^d \) is \((\binom{d}{k})\)-dimensional and if \( v_1, \ldots, v_d \) is any basis for \( \mathbb{R}^d \), then
If \( A \in M_d(\mathbb{R}) \) then we may define a linear map \( A^{\wedge k} : \wedge^k \mathbb{R}^d \to \wedge^k \mathbb{R}^d \) by \( A^{\wedge k}(v_1 \wedge \cdots \wedge v_k) = Av_1 \wedge \cdots \wedge Av_k \). If \( v_1, \ldots, v_d \) is a basis for \( \mathbb{C}^d \) consisting of eigenvectors and generalised eigenvectors for \( A \) then the vectors \( v_{i_1} \wedge \cdots \wedge v_{i_k} \) form a basis for \( \wedge^k \mathbb{C}^d \) and it is not hard to see that if \( \lambda_1, \ldots, \lambda_d \) are the eigenvalues of \( A \) then the eigenvalues of \( A^{\wedge k} \) are precisely the \( \binom{d}{k} \) different products \( \lambda_{i_1} \cdots \lambda_{i_k} \) with \( 1 \leq i_1 < \cdots < i_k \leq d \).

It is clear from the definition of the inner product on \( \wedge^k \mathbb{R}^d \) that \( (A^{\wedge k})^T = (A^T)^{\wedge k} \).

Combining these observations we may easily see that

\[
\|A^{\wedge k}\|_{\wedge^k \mathbb{R}^d} = \rho \left( (A^T A)^{\wedge k} \right)^{\frac{1}{2}} = \sigma_1(A) \cdots \sigma_k(A)
\]

for all \( A \in M_d(\mathbb{R}) \). By convention we also define \( \wedge^0 \mathbb{R}^d = \mathbb{R} \) and \( A^{\wedge 0} = 1 \). It follows easily that we may write

\[
\varphi_s(A) = \|A^{\wedge [s]}\|^{1+s-[s]} \|A^{\wedge [s]}\|^{[s]-s}
\]

for all \( A \in M_d(\mathbb{R}) \) and \( s \in [0, d] \).

\section{1.3. Positivity and domination.}

As well as increasing the dimension of the matrices to be considered in our extension of Theorem 1 we would like to weaken as much as possible the hypothesis that the matrices have positive entries. To this end we introduce the following definition:

\begin{definition}
Let \( A \subseteq M_d(\mathbb{R}) \) be nonempty. We say that \((K_1, \ldots, K_m)\) is a \textit{multicone} for \( A \) if the following properties hold:

(i) Each \( K_j \) is a closed, convex subset of \( \mathbb{R}^d \) with nonempty interior such that \( \lambda K_j \subseteq K_j \) for every non-negative real number \( \lambda \).

(ii) There exists a unit vector \( w \in \mathbb{R}^d \) such that \( \langle u, w \rangle > 0 \) for all nonzero vectors \( u \in \bigcup_{j=1}^m K_j \). In particular \( K_j \cap -K_j = \{0\} \) for all \( j = 1, \ldots, m \).

(iii) For every \( A \in A \) and \( j \in \{1, \ldots, m\} \) there exists \( \ell = \ell(j, A) \in \{1, \ldots, m\} \) such that \( A(K_j \setminus \{0\}) \subseteq (\text{Int} \ K_\ell) \cup (-\text{Int} \ K_\ell) \).

(iv) For all distinct \( j_1, j_2 \in \{1, \ldots, m\} \) we have \( K_{j_1} \cap K_{j_2} = \{0\} \).
\end{definition}

When (ii) holds we say that \( w \) is a \textit{transverse-defining vector} for \((K_1, \ldots, K_m)\) since the hyperplane normal to \( w \) is transverse to \( \bigcup_{j=1}^m K_j \). If a multicone for \( A \) exists then we say that \( A \) is \textit{multipositive}.

We shall say that a set \( A \subseteq M_d(\mathbb{R}) \) is \textit{k-multipositive} if the set \( \{A^{\wedge k} : A \in A\} \) is multipositive. By abuse of notation we shall say that a tuple of matrices is \( k \)-multipositive if and only if the corresponding set is. We observe that a tuple of \( d \times d \) matrices all entries positive is multipositive since we may take \( m = 1 \) and \( K_1 \) to be the closed positive orthant in \( \mathbb{R}^d \). It follows that every tuple of \( d \times d \) matrices is \( 0 \)-multipositive. We also observe that every tuple of \( d \times d \) invertible matrices is \( d \)-multipositive.

In generalising Theorem 1 we will adopt the hypothesis that \((A_1, \ldots, A_N)\) is \( k \)-multipositive for certain integers \( k \) depending on \( \text{dim}_{\mathbb{R}}(A_1, \ldots, A_N) \). In the invertible case this hypothesis may be related to the concept of \textit{domination} as follows. If
1 ≤ k < d then a tuple of invertible matrices \((A_1, \ldots, A_N) \in GL_d(\mathbb{R})^N\) is called \(k\)-dominated if there exist \(C, \gamma > 0\) such that

\[
\sigma_{k+1}(A_{i_1} \cdots A_{i_n}) \leq Ce^{-\gamma n} \sigma_k(A_{i_n} \cdots A_{i_1})
\]

for all \(i_1, \ldots, i_n \in \{1, \ldots, n\}\) and \(n ≥ 1\). By convention we will say that every \((A_1, \ldots, A_N) \in GL_d(\mathbb{R})^N\) is both 0- and \(d\)-dominated. It is not difficult to show using the observations made in the previous subsection that \((A_1, \ldots, A_N)\) is \(k\)-dominated if and only if \((A_1^k, \ldots, A_N^k)\) is 1-dominated. Various characterisations of domination—in terms of invariant splittings, singular values, contraction on projective spaces and contraction on Grassmannians—were explored by Bochi, Gourmelon, Barnsley and Vince in [12, 9]. In particular it was shown in [12] that a compact set of invertible matrices is 1-dominated if and only if it satisfies a slightly weakened form of multipositivity in which the criteria of Definition 1.1 all hold except that the sets \(K_j\) are not assumed to be convex. By repeating iteratively the operations of replacing each set \(K_j\) with its convex hull (which may introduce overlaps) and uniting overlapping sets \(\bar{K}_j\) (which may introduce non-convexity but reduces the number of sets \(K_j\) to be considered) one may prove the following result by inductive descent on the number of sets \(K_j\):

**Proposition 1.2.** [9] Let \(A \subset M_d(\mathbb{R})\) be compact, and suppose that every \(A \in A\) is invertible. Then \(A\) is 1-dominated if and only if it is multipositive.

An obvious consequence of this proposition is that for every \(k = 0, \ldots, d\) every compact set of invertible matrices \(A \subset M_d(\mathbb{R})\) is \(k\)-dominated if and only if it is \(k\)-multipositive.

### 1.4. The main theorem

In order to state our main theorem we require just a few more items of notation. For each \(N ≥ 1\) let us define

\[
\Sigma_N^* := \bigcup_{n=1}^{\infty} \{1, \ldots, N\}^n.
\]

If \(i = (i_k)_{k=1}^n \in \Sigma_N^*\) we write \(|i| = n\) and refer to \(|i|\) as the length of \(i\). If \(i, j \in \Sigma_N^*\) we let \(ij \in \Sigma_N^*\) denote the sequence of length \(|i| + |j|\) obtained by running first through the symbols of \(i\) and then through those of \(j\) in the obvious fashion. Clearly \(\Sigma_N^*\) is a semigroup with respect to the operation \((i, j) \mapsto ij\). If \(A_1, \ldots, A_N \in M_d(\mathbb{R})\) and \(i = (i_k)_{k=1}^n \in \Sigma_N^*\) then we write \(A_i := A_{i_n} \cdots A_{i_1}\). We observe that \(A_i A_j = A_{ij}\) for all \(i, j \in \Sigma_N^*\).

If \(B\) is a linear transformation of a finite-dimensional real vector space we let \(\lambda_1(B), \ldots, \lambda_d(B)\) denote the eigenvalues of \(B\) listed with repetition according to multiplicity and listed in decreasing order of absolute value. While this notation a priori introduces ambiguities when distinct eigenvalues of the same modulus exist, we will see that this consideration does not affect the statements of our results.

We may now present the following generalisation of Pollicott and Vynova’s result:

**Theorem 2.** Let \(d, N ≥ 2\), let \((A_1, \ldots, A_N) \in M_d(\mathbb{R})^N\) and let \(0 ≤ k < d\). Suppose that \((A_1, \ldots, A_N)\) is both \(k\)-multipositive and \((k+1)\)-multipositive. For each integer \(n ≥ 1\) and \(s \in \mathbb{R}\) define

\[
t_n(s) := \sum_{|i| = n} \frac{\lambda_1(\Lambda_i)}{p'_{A_i}(\lambda_1(\Lambda_i))} \frac{\lambda_1\left(\Lambda_i^k\right)^{d-k} \rho(\Lambda_i^k)^{k+1-s} \rho(\Lambda_i^k)^{s-k}}{\lambda_1\left(\Lambda_i^k\right)^{k+1-s} \rho(\Lambda_i^k)^{s-k}}.
\]
where \( p'_B(x_0) \) denotes the first derivative of the characteristic polynomial \( p_B(x) := \det(xI - B) \) evaluated at the point \( x_0 \). Define also

\[
a_n(s) := \frac{(-1)^n}{n!} \det \begin{pmatrix}
t_1(s) & n-1 & 0 & \cdots & 0 & 0 \\
t_2(s) & t_1(s) & n-2 & \cdots & 0 & 0 \\
t_3(s) & t_2(s) & t_1(s) & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
t_{n-1}(s) & t_{n-2}(s) & t_{n-3}(s) & \cdots & t_1(s) & 1 \\
t_n(s) & t_{n-1}(s) & t_{n-2}(s) & \cdots & t_2(s) & t_1(s)
\end{pmatrix}
\]

for all \( n \geq 1 \), and \( a_0(s) := 1 \). For each \( s \in [k, k + 1] \) let \( r_n(s) \) denote the smallest positive real root of the polynomial \( p_n,s(x) := \sum_{i=0}^{n} a_n(s)x^i \). Then there exists \( n_0 \in \mathbb{N} \) such that \( r_n(s) \) is well-defined for all \( s \in [k, k + 1] \) and \( n \geq n_0 \), and we have

\[
\left| e^{P(A_1, \ldots, A_N;s)} - \frac{1}{r_n(s)} \right| \leq K \exp(-\gamma n^\alpha)
\]

for some constants \( K, \gamma > 0 \) not depending on \( s \in [k, k + 1] \), where

\[
\alpha := \frac{(d+1)}{k+1} - 1 > 1.
\]

Suppose additionally that there is a norm \( \| \cdot \| \) on \( \mathbb{R}^d \) such that \( \max_{1 \leq i \leq N} \| A_i \| < 1 \), and that \( \dim_{aff}(A_1, \ldots, A_N) \in (k, k + 1) \). Then for all sufficiently large \( n \) the function \( s \mapsto 1/r_n(s) \) is strictly decreasing and convex on \([k, k + 1]\) and there exists a unique \( s_n \in [k, k + 1] \) such that \( r_n(s_n) = 1 \). There exist constants \( K', \gamma' > 0 \) depending on \( A_1, \ldots, A_N \) such that for all such \( n \) we have

\[
| \dim_{aff}(A_1, \ldots, A_N) - s_n | \leq K' \exp(-\gamma' n^\alpha).
\]

Since every matrix tuple is \( 0 \)-multipositive, in the case \( k = 0 \) the hypothesis of Theorem 2 reduces to the requirement that \( \dim_{aff}(A_1, \ldots, A_N) \) is \( 1 \)-multipositive and \( \dim_{aff}(A_1, \ldots, A_N) \in (0, 1) \). Since \( B^{\wedge d} \) is the identity map on \( \mathbb{R} \) the expressions involving \( A_i^{\wedge k} \) reduce to \( 1 \) in the case \( k = 0 \), resulting in the formula

\[
t_n(s) := \sum_{|i|=n} \frac{\lambda_1 \left( A_i^{\wedge (d-1)} \right)^{d-1} \rho \left( A_i^{\wedge (d-1)} \right)^{d-s} \det A_i^{s+1-d}}{p'_{A_i^{\wedge (d-1)}} \left( \lambda_1 \left( A_i^{\wedge (d-1)} \right) \right)}.
\]

In particular when \( d = 2 \), \( k = 0 \) and the matrices \( A_i \) have positive entries we may recover the conclusion of Theorem 1. Similarly, since every tuple in \( GL_d(\mathbb{R}) \) is \( d \)-multipositive and \( B^{\wedge d} = \det B \), the expressions involving \( A_i^{\wedge (k+1)} \) simplify when \( k = d - 1 \) yielding

\[
t_n(s) := \sum_{|i|=n} \frac{\lambda_1 \left( A_i^{\wedge (d-1)} \right)^{d-1} \rho \left( A_i^{\wedge (d-1)} \right)^{d-s} \det A_i^{s+1-d}}{p'_{A_i^{\wedge (d-1)}} \left( \lambda_1 \left( A_i^{\wedge (d-1)} \right) \right)}.
\]

and the hypotheses are reduced to the requirement that \( (A_1, \ldots, A_N) \) is \( (d - 1) \)-multipositive and \( \dim_{aff}(A_1, \ldots, A_N) \in (d-1, d) \). We remark that hypotheses of domination and positivity analogous to those in Theorem 2 have been a feature of numerous recent works on affine iterated function systems such as [6, 7, 8, 20, 21] as well as the older article [30].

If it is known that the tuple \( (A_1^{\wedge k}, \ldots, A_N^{\wedge k}) \) preserves a single cone in \( \wedge^k \mathbb{R}^d \) and similarly \( (A_1^{\wedge (k+1)}, \ldots, A_N^{\wedge (k+1)}) \) preserves a single cone in \( \wedge^{k+1} \mathbb{R}^d \) then the condition...
dim_{\text{aff}}(A_1, \ldots, A_N) \in (k, k+1) may be easily checked. A theorem of Protasov [58] implies that if \(B_1, \ldots, B_N\) preserve a cone then
\[
\lim_{n \to \infty} \left( \sum_{i_1, \ldots, i_n=1}^N \|B_{i_1} \cdots B_{i_n}\| \right)^{\frac{1}{n}} = \rho \left( \sum_{i=1}^N B_i \right),
\]
and so in this case
\[
\lim_{n \to \infty} \left( \sum_{i_1, \ldots, i_n=1}^N \phi^k(A_{i_1} \cdots A_{i_n}) \right)^{\frac{1}{n}} = \rho \left( \sum_{i=1}^N A_i^k \right),
\]
\[
\lim_{n \to \infty} \left( \sum_{i_1, \ldots, i_n=1}^N \phi^{k+1}(A_{i_1} \cdots A_{i_n}) \right)^{\frac{1}{n}} = \rho \left( \sum_{i=1}^N A_i^{k+1} \right)
\]
using the identity \(\phi^\ell(B) = \|B^\ell\|\) for \(\ell = 0, \ldots, d\). It follows that in this situation Theorem 2 is applicable if
\[
\rho \left( \sum_{i=1}^N A_i^{k+1} \right) < 1 < \rho \left( \sum_{i=1}^N A_i^k \right).
\]

An example of this situation is presented in §7 below.

In the situation where \((A_1, \ldots, A_N)\) fails to be both \(k\)- and \((k+1)\)-multipositive we believe it to be unlikely that any analogue of Theorem 2 can be proved. The precise role of the multipositive hypothesis is discussed in more detail in the following section, and in the final section §8.

2. Overview of the method and statement of the main technical theorem

The method underlying Theorem 2 is, like Theorem 1, based on Fredholm determinants of transfer operators, and in broad terms resembles many other arguments of this type such as [33, 34, 36, 51, 54, 56, 57]. Both in order to give a sense of the organisation of this article and to indicate those complications present in the proof of Theorem 2 which do not occur in the context of Theorem 1 let us briefly describe this strategy. For simplicity we will specialise our description to the situation in which the transfer operators act on a Hilbert space, although this is not a strict requirement.

We recall that an operator \(\mathcal{L}\) on an infinite-dimensional Hilbert space is called trace-class if the sequence of approximation numbers
\[
s_n(\mathcal{L}) := \inf \{ \|\mathcal{L} - \mathcal{F}\| : \text{rank } \mathcal{F} < n \}
\]
is summable; we observe in particular that such an operator is compact (being a limit in the norm topology of a sequence of finite-rank operators) and cannot be invertible. We also observe that clearly \(s_n(\mathcal{L}^\ell) \leq \|\mathcal{L}^{\ell-1}\| s_n(\mathcal{L})\) for every \(n, \ell \geq 1\) and consequently every power of a trace-class operator is also trace-class. The notion of trace-class operator is reviewed in detail for the reader’s convenience in §4. Suppose then that \(\mathcal{H}\) is a separable complex Hilbert space and \(\mathcal{L} : \mathcal{H} \to \mathcal{H}\) a trace-class linear operator, and let \((\lambda_\ell)_{\ell=1}^\infty\) be the sequence of nonzero eigenvalues of \(\mathcal{L}\) listed with repetition according to their algebraic multiplicity. (If only \(M < \infty\) nonzero eigenvalues exist then define \(\lambda_\ell = 0\) for \(\ell > M\).) It is a classical fact that the function
\[ z \mapsto \det(I - z\mathcal{L}) \] which may be defined\(^2\) by

\[ \det(I - z\mathcal{L}) := \prod_{\ell=1}^{M} (1 - z\lambda_{\ell}) \]

is an entire function from \( \mathbb{C} \) to \( \mathbb{C} \), and moreover one may show that in the power series \( \det(I - z\mathcal{L}) = \sum_{n=0}^{\infty} a_{\ell} z^\ell \) the coefficients are given by \( a_{0} = 1 \) and

\[ a_{\ell} = \frac{(-1)^{\ell}}{\ell!} \det \begin{pmatrix} \operatorname{tr} \mathcal{L} & \ell - 1 & 0 & \cdots & 0 & 0 \\ \operatorname{tr} \mathcal{L}^2 & \operatorname{tr} \mathcal{L} & \ell - 2 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ \operatorname{tr} \mathcal{L}^{\ell-1} & \operatorname{tr} \mathcal{L}^{\ell-2} & \operatorname{tr} \mathcal{L}^{\ell-3} & \cdots & \operatorname{tr} \mathcal{L} & 1 \\ \operatorname{tr} \mathcal{L}^\ell & \operatorname{tr} \mathcal{L}^{\ell-1} & \operatorname{tr} \mathcal{L}^{\ell-2} & \cdots & \operatorname{tr} \mathcal{L}^2 & \operatorname{tr} \mathcal{L} \end{pmatrix} \]

for \( \ell \geq 1 \). If we write

\[ \sum_{\ell=0}^{\infty} a_{\ell} z^\ell = \det(I - z\mathcal{L}) = \prod_{\ell=1}^{M} (1 - z\lambda_{\ell}) \]

then by equating coefficients of \( z^n \) we find (at least informally) that also

\[ a_n = (-1)^n \sum_{i_1 < i_2 < \cdots < i_n} \lambda_{i_1} \cdots \lambda_{i_n}. \]

for each \( n \geq 1 \). Suppose now that we wished to calculate the spectral radius \( \rho(\mathcal{L}) \), knowing the values of the traces \( \mathcal{L}^\ell \) for \( \ell = 1, \ldots, n \), say, and knowing also that the spectral radius is an eigenvalue of \( \mathcal{L} \). The roots of \( \det(I - z\mathcal{L}) \) are precisely the reciprocals of the eigenvalues of \( \mathcal{L} \) and therefore \( \rho(\mathcal{L})^{-1} \) is the smallest positive root of \( \sum_{\ell=0}^{\infty} a_{\ell} z^\ell \). In particular, the smallest positive root of \( \sum_{\ell=0}^{\infty} a_{\ell} z^\ell \) should be a good approximation to \( \rho(\mathcal{L})^{-1} \) as long as \( \sum_{\ell=n+1}^{\infty} |a_{\ell}| \) is small. But if we are able to show that the eigenvalues \( (\lambda_n) \) decay exponentially (or even just stretched-exponentially) in \( n \), then the expression (1) implies a super-exponential decay estimate for the coefficients \( a_n \). Such an estimate will hold in particular if the approximation numbers of \( \mathcal{L} \) decay stretched-exponentially. In such a situation we may therefore reasonably hope that the approximation procedure just outlined provides an estimate which becomes super-exponentially more accurate as \( n \) increases.

In order to implement this line of reasoning we need therefore to construct, for each \( s \in [k, k+1] \), a trace-class operator \( \mathcal{L}_s \) on a Hilbert space \( \mathcal{H} \) such that \( e^{P(A_1, \ldots, A_N; s)} \) is an eigenvalue of \( \mathcal{L}_s \) and is equal to the spectral radius of \( \mathcal{L}_s \), such that \( \mathcal{L}_s \) is trace-class, such that the sequence of approximation numbers of \( \mathcal{L}_s \) decays rapidly to zero, and such that the sequence of traces \( \operatorname{tr} \mathcal{L}_s^n \) is easy to compute. Once such a family of operators has been constructed the result follows by relatively straightforward manipulations which, while they do not correspond precisely to any prior work, share a degree of familial resemblance with calculations occurring in numerous earlier articles such as [3, 32, 33, 34, 35, 36, 37, 40, 52, 53, 54, 55, 56, 57].

If \( V \) is a finite-dimensional real vector space let \( PV \) denote the real projective space through the origin in \( V \). Intuitively, in order to construct an operator

\[^2\text{The Fredholm determinant is more usually defined first by its power series and shown later to equal the infinite product given here, see e.g. [62]; we adopt this characterisation for simplicity of presentation and because of its more direct connection with the problems being studied.}\]
\( \mathcal{L}_s \) with spectral radius \( e^{P(A_1, \ldots, A_N; s)} \), we might consider an operator acting on some space of continuous functions \( P(\wedge^k \mathbb{R}^d) \times P(\wedge^{k+1} \mathbb{R}^d) \to \mathbb{C} \) defined by

\[
(\mathcal{L}_s f)(\pi, \tau) = \sum_{i=1}^{N} \left( \| A_i^{\wedge k} u \| \right)^{k+1-s} \left( \| A_i^{\wedge (k+1)} v \| \right)^{s-k} f \left( A_i^{\wedge k} u, A_i^{\wedge (k+1)} v \right)
\]

where for \( v \in V \) the notation \( \pi \) represents the one-dimensional subspace spanned by the vector \( v \). Since we would then have

\[
(\mathcal{L}_s^n f)(\pi, \tau) = \sum_{|k|=n} \left( \| A_i^{\wedge k} u \| \right)^{k+1-s} \left( \| A_i^{\wedge (k+1)} v \| \right)^{s-k} f \left( A_i^{\wedge k} u, A_i^{\wedge (k+1)} v \right)
\]

for each \( n \geq 1 \) we might then reasonably expect that

\[
\lim_{n \to \infty} \| \mathcal{L}_s^n \|^{\frac{1}{n}} = \lim_{n \to \infty} \left( \sum_{|k|=n} \| A_i^{\wedge k} \|^{k+1-s} \| A_i^{\wedge (k+1)} \|^{s-k} \right)^{\frac{1}{n}} = \lim_{n \to \infty} \left( \sum_{|k|=n} \varphi^s(A_i) \right)^{\frac{1}{n}}
\]

so that \( e^{P(A_1, \ldots, A_N; s)} \) is equal to the spectral radius of \( \mathcal{L}_s \). Indeed, such operators were successfully constructed by Guivarc’h and Le Page on spaces of Hölder continuous functions \( P(\wedge^k \mathbb{R}^d) \times P(\wedge^{k+1} \mathbb{R}^d) \to \mathbb{C} \) in the article [29].

However, notwithstanding the (rather minor) additional complications posed by the fact that the spaces defined above are not Hilbert, there is no reason to believe that \( \mathcal{L}_s \) acting on such a space should have a summable sequence of approximation numbers \( s_n(\mathcal{L}_s) \). Indeed, \( \mathcal{L}_s \) as constructed is equal to a sum of weighted composition operators \( f \mapsto g \cdot f \circ T \) where \( T \) is an invertible transformation of \( P(\wedge^k \mathbb{R}^d) \times P(\wedge^{k+1} \mathbb{R}^d) \) and \( g \) is nowhere zero. Such an operator might reasonably be expected to be invertible, and there is certainly no reason to believe that \( \mathcal{L}_s \) should be trace-class.

The problem is thus to define \( \mathcal{L}_s \) approximately as above in such a way that it is a sum of trace-class, non-invertible operators. It is here that the hypothesis of \( k \)- and \( (k+1) \)-multipositivity becomes relevant: this hypothesis implies that for \( \ell = k, k+1 \) the matrices \( A_1^{\ell}, \ldots, A_N^{\ell} \) map a finite union of patches of \( P(\wedge^{\ell} \mathbb{R}^d) \) strictly inside itself. By taking \( \mathcal{H} \) to be a suitable Hilbert space of functions defined only on the patches, composition with the projective action of the matrices should then induce an operator which is non-invertible and hopefully trace-class. It transpires that composition operators on spaces of holomorphic functions are reliably trace-class subject to moderate geometrical conditions, and as such our strategy will involve passing to a space of holomorphic functions defined on complex extensions of the patches in real projective space. Once we have verified that such an extension can be constructed in such a way that the operator \( \mathcal{L}_s \) is well-defined on the patches we may proceed to prove Theorem 2 along the lines outlined above.

In the two-dimensional context of Theorem 1 the construction of these complex patches is very straightforward. Since Theorem 1 is restricted to affine transformations whose linear parts contract the positive cone in \( \mathbb{R}^2 \), it is sufficient to consider the projective action of those linear maps on the interval \( \{ (x, 1-x) : x \in [0,1] \} \), which is an action by linear fractional transformations. A finite collection of linear fractional transformations each of which maps an interval strictly inside itself can easily be shown to also map a corresponding complex disc inside itself, and this complex disc can be used as the domain of the holomorphic functions on which the
operator $\mathcal{L}_s$ acts. In higher dimensions and using multicones instead of cones, the corresponding problem is to understand (in place of one-dimensional intervals) a family of $(d-1)$-dimensional sections of cones in $\mathbb{R}^d$—in effect, a finite collection of arbitrary $(d-1)$-dimensional convex bodies—and a collection of linear fractional transformations between them, and to contrive a system of extensions of those convex bodies into $\mathbb{C}^{d-1}$ which is also preserved by the same family of linear fractional transformations. This much more involved procedure is undertaken in §3 and lays the foundation for following technical theorem which is obtained subsequently:

**Theorem 3.** Let $d, N \geq 2$ and let $(A_1, \ldots, A_N) \in M_d(\mathbb{R})^N$ be both $k$-multipositive and $(k+1)$-multipositive, where $0 \leq k < d$. Then there exist a separable complex Hilbert space $\mathcal{H}$ and a family of bounded linear operators $\mathcal{L}_s : \mathcal{H} \to \mathcal{H}$ defined for all $s \in \mathbb{C}$ with the following properties:

(i) There exist $C, \kappa, \gamma > 0$ such that for all $s \in \mathbb{C}$ and $n \geq 1$ we have $s_n(\mathcal{L}) \leq C \exp(\kappa|s| - \gamma n^3)$, where

$$\beta := \frac{1}{(d+1)} - \frac{1}{2} \in (0, 1].$$

In particular each $\mathcal{L}_s$ is trace-class.

(ii) For every $s \in \mathbb{C}$ and $n \geq 1$ we have

$$\text{tr} \mathcal{L}_s^n = \sum_{|i|=n} \lambda_1 \left( A_i^{(k)} \right)^{i-1} \lambda_1 \left( A_i^{(k+1)} \right)^{i-1} \rho \left( A_i^{(k+1)} \right)^{k+1-s} \rho \left( A_i^{(k+1)} \right)^{s-k}$$

where $p_B(x) := \det(xI - B)$ denotes the characteristic polynomial of $B$ and $p_B'(x)$ its derivative evaluated at $x_0$.

(iii) For every $s \in \mathbb{R}$ the spectral radius of $\mathcal{L}_s$ is equal to

$$\lim_{n \to \infty} \frac{1}{n} \log \left( \sum_{|i|=n} \left\| A_i^{(k)} \right\|^{k+1-s} \left\| A_i^{(k+1)} \right\|^{s-k} \right).$$

In particular the above limit exists for all $s \in \mathbb{R}$, and for every $s \in [k, k+1)$ the spectral radius of $\mathcal{L}_s$ is equal to $e^{P(A_1;\ldots;A_N;s)}$. For all $s \in \mathbb{R}$ the spectral radius of $\mathcal{L}_s$ is a simple eigenvalue of $\mathcal{L}_s$ and there are no other eigenvalues of the same modulus.

Theorem 3 is a special case of a slightly more general result, Theorem 11, which will be proved later. Theorem 11 is also applied in the sequel article [49] to the estimation of a related invariant of tuples of matrices.

The remainder of this article is structured as follows. In §3 we undertake the construction of the complex extensions of the patches in real projective space. We then review in §4 the properties of trace-class operators which will be needed in this article and extend a standard result from this context in view of the fact that we will be working with spaces of holomorphic functions defined on a non-connected region. We then proceed in §5 to establish the properties of the operator $\mathcal{L}_s$ and deduce Theorem 3. In §6 we derive Theorem 2 from Theorem 3 above. Some examples of the application of Theorem 2 are presented in §7. In §8 we consider the problem of calculating the affinity dimension in situations where the hypotheses of Theorem 2 do not apply.
We remark that sections 6–8 depend only on the statement of Theorem 3 and the material presented in sections 1 and 2 and as such may be read independently of sections 3–5 in which the proof of Theorem 3 is prepared for and presented.

3. Complex domains for linear semigroups acting on a multicone

Our first task in proving Theorem 2 is to translate the matter from the context of linear maps between real cones to the context of holomorphic maps between complex domains. We will prove the following:

**Theorem 4.** Let \( d \geq 1 \) and let \( (\mathcal{K}_1, \ldots, \mathcal{K}_m), (\mathcal{K}_1', \ldots, \mathcal{K}_m') \) be multicones in \( \mathbb{R}^d \), both with transverse-defining vector \( w \in \mathbb{R}^d \), such that \( \mathcal{K}_j' \setminus \{0\} \subset \text{Int} \mathcal{K}_j \) for each \( j = 1, \ldots, m \). Define

\[
\mathfrak{A} := \left\{ A \in M_d(\mathbb{R}) : A \left( \bigcup_{j=1}^m \mathcal{K}_j \right) \subseteq \bigcup_{j=1}^m (\mathcal{K}_j' \cup -\mathcal{K}_j') \right\}
\]

and let \( \mathfrak{A}^* \) denote the set of all nonzero elements of \( \mathfrak{A} \). We observe that \( \mathfrak{A} \) is a semigroup. Then there exists a subset \( \Omega \) of the complex hyperplane \( \{ z \in \mathbb{C}^d : \langle z, w \rangle = 1 \} \) such that the following properties are satisfied by \( \mathfrak{A}^* \) and \( \Omega \):

(i) There is a constant \( \tau > 0 \) such that \( \| A_1 A_2 \| \geq \tau \| A_1 \| \cdot \| A_2 \| \) for every \( A_1, A_2 \in \mathfrak{A} \). In particular \( \mathfrak{A}^* \) is a subsemigroup of \( \mathfrak{A} \).

(ii) The set \( \Omega \) is open and bounded and is symmetric with respect to complex conjugation. Every connected component of \( \Omega \) intersects \( \mathbb{R}^d \). The closures of the connected components of \( \Omega \) are disjoint.

(iii) There exists \( C > 0 \) such that

\[
| \Re(\langle Az, w \rangle) | \leq | \langle Az, w \rangle | \leq C \| A \| \quad \text{for all } A \in \mathfrak{A} \text{ and } z \in \Omega.
\]

(iv) Every \( A \in \mathfrak{A}^* \) induces a well-defined holomorphic transformation \( \phi_A : \Omega \to \Omega \) defined by \( \phi_A(z) := \langle Az, w \rangle^{-1} Az \). The set

\[
\bigcup_{A \in \mathfrak{A}^*} \phi_A(\Omega)
\]

is a compact subset of \( \Omega \).

(v) There exist a metric \( d \) on \( \Omega \) which is bi-Lipschitz equivalent to the standard metric and a constant \( \theta \in (0,1) \) such that \( d(\phi_A(z_1), \phi_A(z_2)) \leq \theta d(z_1, z_2) \) for every \( A \in \mathfrak{A}^* \).

(vi) Let \( A \in \mathfrak{A}^* \). Then the largest eigenvalue \( \lambda_1(A) \) of \( A \) is algebraically simple, is real, is strictly larger in modulus than all of the other eigenvalues of \( A \), and has a corresponding eigenvector \( z_A \in \Omega \cap \mathbb{R}^d \) which is the unique fixed point of \( \phi_A : \Omega \to \Omega \). The eigenvalues of the derivative \( D_{z_A} \phi_A \) are precisely the numbers \( \lambda_j(A)/\lambda_1(A) \) for \( j = 2, \ldots, d \), and in particular

\[
det(I - D_{z_A} \phi_A) = \frac{p_A' (\lambda_1(A))}{\lambda_1(A)^{d-1}} \neq 0
\]

where \( p_A(x) := \det(xI - A) \) denotes the characteristic polynomial of \( A \) and \( p_A' \) its first derivative.

Theorem 4 is trivial in the case \( d = 1 \) and for the remainder of this section we shall ignore this case, assuming at all times that \( d \geq 2 \). (When \( d = 1 \) the determinant in (4) above will be interpreted as being equal to 1.) Here and throughout the remainder
of this article we use the notation $z^*$ to denote the complex conjugate of $z \in \mathbb{C}$ and reserve the notation $\overline{\tau}$ for the one-dimensional subspace spanned by $z$.

Using the machinery of complex cones and gauges (see [15, 60]) it is possible to obtain Theorem 4 by extending each real cone $K_j$ to a complex cone

$$K_j^C := \{ \lambda((u + v) + i(u - v)) : \lambda \in \mathbb{C} \text{ and } u, v \in K_j \}$$

and considering the projective action on a slice through the complex extension of the union of the cones $K_1, \ldots, K_m$:

$$\Omega := \left\{ z \in \mathbb{C}^d : z \in \bigcup_{j=1}^m \text{Int } K_j^C \text{ and } \langle z, w \rangle = 1 \right\}.$$

This procedure has the advantage of explicitness and may be a useful direction of research in the event that effective versions of Theorem 2 are sought. It is on the other hand somewhat laborious to implement, and since our interest is only in establishing the correctness of the formulas in Theorem 2 and giving a super-exponential bound for the error term, we pursue a simpler but less explicit construction along the lines of [2, §2].

### 3.1. The action on the real multicone.

We begin by establishing some preliminary results concerning the action of $\mathfrak{A}$ on the real cones $K_1, \ldots, K_m$ and proceed to prove Theorem 4 in the following subsection.

**Lemma 3.1.** Let $d \geq 1$ and let $(K_1, \ldots, K_m)$, $(K'_1, \ldots, K'_m)$ be multicones in $\mathbb{R}^d$, both with transverse-defining vector $w \in \mathbb{R}^d$, such that $K'_j \setminus \{0\} \subseteq \text{Int } K_j$ for each $j = 1, \ldots, m$. Define

$$\mathfrak{A} := \left\{ A \in M_d(\mathbb{R}) : A \left( \bigcup_{j=1}^m K_j \right) \subseteq \bigcup_{j=1}^m \left( K'_j \cup -K'_j \right) \right\}$$

and observe that $\mathfrak{A}$ is a semigroup. Then there exists $\tau \in (0, 1]$ such that:

(i) For every $u \in \bigcup_{j=1}^m K_j$ we have $\tau \|u\| \leq \langle u, w \rangle \leq \|u\|.$

(ii) For every $A \in \mathfrak{A}$ and $u \in \bigcup_{j=1}^m K'_j$ we have $\|Au\| \geq \tau\|A\| \cdot \|u\|.$

(iii) For every $A_1, A_2 \in \mathfrak{A}$ we have $\|A_1A_2\| \geq \tau\|A_1\| \cdot \|A_2\|$. In particular the set of all nonzero elements of $\mathfrak{A}$ is a subsemigroup of $\mathfrak{A}$.

**Proof.** We will allow the constant $\tau > 0$ to be different in each of (i), (ii) and (iii), which obviously suffices. To prove (i) it is sufficient, by homogeneity, to consider only those cases in which $\|u\| = 1$. The function $u \mapsto \langle u, w \rangle$ is obviously continuous on the set of all $u \in \bigcup_{j=1}^m K_j$ such that $\|u\| = 1$ and is positive everywhere on this set by the definition of a multicone. Since this set is compact this function attains its minimum, so this minimum is positive; call it $\tau$. We have $0 < \tau \leq \langle u, w \rangle \leq 1$ for all $u \in \bigcup_{j=1}^m K_j$ with $\|u\| = 1$ and the result follows.

By homogeneity in $A$ and $u$ it is sufficient to prove (ii) in the case $\|A\| = \|u\| = 1$. By a similar compactness argument it suffices to show that $Au$ may not be zero when $A \in \mathfrak{A}$, $u \in \bigcup_{j=1}^m K'_j$ and $\|A\| = \|u\| = 1$. For a contradiction suppose that we may find such $A$ and $u$ satisfying $Au = 0$. Since $A \neq 0$ there exists a unit vector $v$ such that $Av \neq 0$. Since $u$ is a nonzero element of some $K'_j$ it is an interior point of the corresponding cone $K_j$ and therefore there exists $\epsilon > 0$ such that $u + \epsilon v$ and $u - \epsilon v$ both belong to $K_j$. But this implies that $A(u + \epsilon v) = \epsilon Av$ and $A(u - \epsilon v) = -\epsilon Av$ are both nonzero elements of $AK_j$. Since $AK_j \subseteq K_i \cup -K_i$ for some $i$ we deduce that...
\[ Av \in (K_i \cap -K_i) \setminus \{0\} \] contradicting the definition of a multicone. The result follows. To deduce (iii) we observe that for any unit vector \( u \in \bigcup_{j=1}^m K_j' \) we have
\[
\|A_1A_2\| \geq \|A_1A_2u\| \geq \tau\|A_1\| \cdot \|A_2u\| \geq \tau^2\|A_1\| \cdot \|A_2\| \cdot \|u\| = \tau^2\|A_1\| \cdot \|A_2\|
\]
by repeated application of (ii).

The following Perron–Frobenius result does not follow in a completely direct manner from standard statements of the Perron–Frobenius theorem for cones since it is possible for \( A(K_i \setminus \{0\}) \) to include the zero vector, preventing the direct use of off-the-shelf results.

**Lemma 3.2.** Let \( d, w, (K_1, \ldots, K_m), (K_1', \ldots, K_m') \) and \( \mathfrak{A}' \) be as in the statement of Theorem 4. Suppose that \( A \in \mathfrak{A}' \) satisfies \( AK_i \subseteq K_i' \) for some \( i \in \{1, \ldots, m\} \). Then \( \rho(A) \) is an algebraically simple eigenvalue of \( A \) with corresponding eigenvector in \( K_i' \) and all other eigenvalues of \( A \) are of strictly smaller absolute value.

**Proof.** Choose a cone \( K_i'' \) such that \( K_i'' \setminus \{0\} \subset \text{Int} K_i' \) and \( K_i' \setminus \{0\} \subseteq \text{Int} K_i''. \) We observe that the single matrix \( A \), the one-element multicone \( (K_i) \) and the one-element multicone \( (K_i'') \) together satisfy the hypotheses of Lemma 3.1, and by part (ii) of that lemma it follows that \( Av \) is not the zero vector for any nonzero \( v \in K_i'' \). In particular \( A(K_i'' \setminus \{0\}) \subseteq K_i' \setminus \{0\} \subseteq \text{Int} K_i'' \) and standard versions of the Perron–Frobenius Theorem such as [11, Theorem 1.3.26] may be applied to the action of \( A \) on \( K_i'' \). The result follows.

**Proposition 3.3.** Let \( d, w, (K_1, \ldots, K_m), (K_1', \ldots, K_m') \) and \( \mathfrak{A}' \) be as in the statement of Theorem 4. Then there exist \( C > 0 \) and \( \theta \in (0, 1) \) such that for all \( j = 1, \ldots, m \) and \( n \geq 1 \), for all nonzero \( v_1, v_2 \in K_j' \),
\[
\sup_{A_1, \ldots, A_n \in \mathfrak{A}'} \left\| \frac{A_1 \cdots A_nv_1}{\langle A_1 \cdots A_nv_1, w \rangle} - \frac{A_1 \cdots A_nv_1}{\langle A_1 \cdots A_nv_1, w \rangle} \right\| \leq C\theta^n\|v_1 - v_2\|.
\]

**Proof.** For every nonzero \( v \in \mathbb{R}^d \) let \( \mathfrak{K} \) denote the one-dimensional subspace of \( \mathbb{R}^d \) spanned by \( v \), and let \( K_j/\sim \) denote the set of one-dimensional subspaces spanned by an element of \( \text{Int} K_j \). For each \( j = 1, \ldots, m \) define
\[
\alpha(v_1, v_2) := \sup \{ \lambda \geq 0 : v_2 - \lambda v_1 \in K_j \}
\]
and
\[
\beta(v_1, v_2) := \inf \{ \lambda \geq 0 : \lambda v_1 - v_2 \in K_j \}
\]
for all \( v_1, v_2 \in \text{Int} K_j \); then the formula
\[
d_{K_j}(v_1, v_2) := \log \frac{\beta(v_1, v_2)}{\alpha(v_1, v_2)}
\]
defines a metric on \( K_j/\sim \) called the Hilbert projective metric. It follows from Lemma 3.1(i) that the set of all \( v \in \bigcup_{j=1}^m K_j \) such that \( \langle v, w \rangle = 1 \) is bounded. By compactness it follows that there exists \( \varepsilon \in (0, 1] \) such that for every \( j = 1, \ldots, m \), if \( v \in K_j \) with \( \langle v, w \rangle = 1 \) then the open Euclidean \( \varepsilon \)-ball centred at \( v \) is a subset of \( K_j \). We deduce that if \( v_1, v_2 \in K_j \) with \( \langle v_1, w \rangle = \langle v_2, w \rangle = 1 \) then since \( \|v_1\|, \|v_2\| \leq \tau^{-1} \) by Lemma 3.1(i) we have \( \alpha(v_1, v_2) \geq \varepsilon \tau \) and \( \beta(v_1, v_2) \leq \varepsilon^{-1} \tau^{-1} \), and hence the quantity
\[
\Delta := \max_{1 \leq j \leq m} \sup_{v_1, v_2 \in K_j \atop v_1, v_2 \neq 0} d_{K_j}(v_1, v_2)
\]
is finite. In particular if \( v_1, v_2 \in K_j \setminus \{0\} \) for some \( j \in \{1, \ldots, m\} \), and \( A \in \mathcal{A}^* \), then \( d_{K_i}(Av_1, Av_2) \leq \Delta \) where \( i \) is the unique integer such that \( AK_j \subseteq K_i \cup -K_i \). It follows by e.g. [42, Theorem 1.1] that if \( A \in \mathcal{A}^* \), \( v_1, v_2 \in K_j/\sim \) and \( AK_j \subseteq K_i \cup -K_i \) then we have \( d_{K_i}(Av_1, Av_2) \leq \theta d_{K_i}(v_1, v_2) \) where \( \theta := \tanh(\Delta/4) \in (0, 1) \).

We claim that there exists \( C_1 > 0 \) such that if \( v_1, v_2 \in K_j' \) with \( \langle v_1, w \rangle = \langle v_2, w \rangle = 1 \) then

\[
C_1^{-1} \| v_1 - v_2 \| \leq e^{d_{K_i}(v_1, v_2)} - 1 \leq C_1 \| v_1 - v_2 \|. 
\]

Indeed, given such vectors \( v_1, v_2 \in K_j' \) with \( v_1 \neq v_2 \) let \( \alpha := \alpha(v_1, v_2) \) and \( \beta := \beta(v_1, v_2) \). Since \( K_j \) is closed the supremum in the definition of \( \alpha \) is attained, and therefore we have \( v_2 - \alpha v_1 \in K_j \). Similarly we have \( \beta v_1 - v_2 \in K_j \). From the maximality of \( \alpha \) and the minimality of \( \beta \) it follows that \( v_2 - \alpha v_1 \) and \( \beta v_1 - v_2 \) are boundary points of \( K_j \). Since \( \langle v_1 - v_2, w \rangle = 0 \) and \( v_1 - v_2 \neq 0 \) neither \( v_1 - v_2 \) nor \( v_2 - v_1 \) can belong to \( K_j \), so neither \( \alpha \) nor \( \beta \) may equal 1 and we deduce that \( \alpha < 1 < \beta \).

To obtain the first of the two claimed inequalities we observe that \( \beta v_1 - v_2 \) and \( (1-\alpha)v_1 \) belong to \( K_j \), where we have used \( 0 < \alpha < 1 \). Hence \( (\beta - \alpha + 1)v_1 - v_2 \in K_j \).

If \( \tau > 0 \) is as given by Lemma 3.1(i) then we have

\[
\tau \| v_1 - v_2 \| \leq \tau ((\beta - \alpha + 1)v_1 - v_2) + \tau (\beta - \alpha)\| v_1 \| \\
\leq ((\beta - \alpha + 1)\langle v_1 - v_2, w \rangle) + (\beta - \alpha)\| v_1 \| \\
\leq 2(\beta - \alpha) < 2 \left( \frac{\beta}{\alpha} - 1 \right) = 2 \left( e^{d_{K_j}(v_1, v_2)} - 1 \right)
\]

where we have again used \( 0 < \alpha < 1 \) in the final line. This yields the first inequality. To obtain the second inequality define \( u_1 := \frac{1}{\beta - 1}(\beta v_1 - v_2) \) and \( u_2 := \frac{1}{1-\alpha}(v_2 - \alpha v_1) \). We observe that both \( u_1 \) and \( u_2 \) belong to the boundary of \( K_j \), which implies \( \| u_1 - v_1 \|, \| u_2 - v_2 \| \geq \varepsilon \tau \) by the definition of \( \varepsilon \) and the bound \( \| v_1 \|, \| v_2 \| \leq \tau^{-1} \). We now observe that

\[
e^{d_{K_j}(v_1, v_2)} = \frac{\beta}{\alpha} = \frac{\| u_1 - v_2 \|}{\| u_1 - v_1 \|} \frac{\| u_2 - v_1 \|}{\| u_2 - v_2 \|} \\
\leq \left( \frac{\| u_1 - v_1 \| + \| v_1 - v_2 \|}{\| u_1 - v_1 \|} \right) \left( \frac{\| u_2 - v_2 \| + \| v_2 - v_1 \|}{\| u_2 - v_2 \|} \right) \\
\leq \left( 1 + \varepsilon^{-1} \tau^{-1} \| v_1 - v_2 \| \right)^2
\]

and therefore

\[
e^{d_{K_j}(v_1, v_2)} - 1 \leq \left( \frac{2}{\varepsilon \tau} + \frac{1}{\varepsilon^2 \tau^2} \| v_1 - v_2 \| \right) \| v_1 - v_2 \| \leq \left( \frac{4}{\varepsilon^2 \tau^3} \right) \| v_1 - v_2 \|
\]

where we have again used \( \| v_1 \|, \| v_2 \| \leq \tau^{-1} \). The claim follows.

We may now prove the proposition. Given \( n \geq 1 \), nonzero \( v_1, v_2 \in K_j' \) and \( A_1, \ldots, A_n \in \mathcal{A}^* \), let \( i \in \{1, \ldots, m\} \) be the integer such that \( A_n \cdots A_1 K_j \subseteq K_i \cup -K_i \). We have

\[
\| A_n \cdots A_1 v_1 - A_n \cdots A_1 v_2 \| \leq C_1 \left( e^{d_{K_i}(A_n \cdots A_1 v_1, A_n \cdots A_1 v_2)} - 1 \right) \\
\leq C_1 \left( e^{\theta^n d_{K_j}(v_1, v_2)} - 1 \right) \\
\leq C_2 \theta^n \| v_1 - v_2 \|
\]

and the proposition is proved. □
While Proposition 3.3 will provide us with a vital contraction estimate for maps between specific cones $\mathcal{K}_j$, in order to apply it we will need the following combinatorial lemma which allows us to reduce the action of a specific matrix product on the multicone to that on a single cone:

**Lemma 3.4.** Let $d, w, (\mathcal{K}_1, \ldots, \mathcal{K}_m), (\mathcal{K}_1', \ldots, \mathcal{K}_m')$ and $\mathfrak{A}^*$ be as in the statement of Theorem 4. Let $k \geq 2^m - m - 1$. Then for every $A_1, \ldots, A_k \in \mathfrak{A}^*$ there exists $i \in \{1, \ldots, m\}$ such that

$$A_k \cdots A_1 \left( \bigcup_{j=1}^m \mathcal{K}_j \right) \subseteq \mathcal{K}_i \cup -\mathcal{K}_i.$$ 

**Proof.** It is clearly sufficient to consider the case $k = 2^m - m - 1$ only. Let $\mathcal{I}_0 := \{1, \ldots, m\}$ and for each $n = 1, \ldots, 2^m - m - 1$ let $\mathcal{I}_n$ denote the intersection of all sets $\mathcal{I} \subseteq \{1, \ldots, n\}$ such that

$$A_n \cdots A_1 \left( \bigcup_{j=1}^m \mathcal{K}_j \right) \subseteq \bigcup_{i \in \mathcal{I}} \left( \mathcal{K}_i \cup -\mathcal{K}_i \right)$$

(2)

where the union over an empty set of indices $i$ is understood to be $\{0\}$. We observe that $\mathcal{I} = \mathcal{I}_n$ itself satisfies (2). By Lemma 3.1(iii) the product $A_{2^m-m-1} \cdots A_1$ is not the zero matrix and therefore $\mathcal{I}_n$ is nonempty. We observe that the cardinality of $\mathcal{I}_n$ is non-increasing as a function of $n$.

We wish to prove that $\mathcal{I}_{2^m-m-1}$ has cardinality 1, so for a contradiction let us suppose that its cardinality is at least 2. This implies that every preceding $\mathcal{I}_n$ also has cardinality at least 2, and also that $m \geq 2$. Since the number of subsets of $\{1, \ldots, m\}$ with cardinality at least 2 is $2^m - m - 1$, by the pigeonhole principle there exist integers $n_1, n_2$ with $0 \leq n_1 < n_2 \leq 2^m - m - 1$ such that $\mathcal{I}_{n_1} = \mathcal{I}_{n_2}$. The matrix $B := A_{n_2} \cdots A_{n_1+1}$ therefore takes each cone $\mathcal{K}_i$ such that $i \in \mathcal{I}_{n_1}$ to a nontrivial subset of some cone $\mathcal{K}_j$ such that $j \in \mathcal{I}_{n_1}$, inducing a permutation on the elements of $\mathcal{I}_{n_1} = \mathcal{I}_{n_2}$. It follows that the matrix $B^{\# \mathcal{I}_{n_1}}$ induces the identity permutation on $\mathcal{I}_{n_1}$: for every $i \in \mathcal{I}_{n_1}$ we have $B^{\# \mathcal{I}_{n_1}} \mathcal{K}_i \subseteq (\mathcal{K}_i \cup -\mathcal{K}_i)$. Hence $B^{2^m-1} \mathcal{K}_i \subseteq \mathcal{K}_i'$ for every $i \in \mathcal{I}_{n_1}$. By Lemma 3.2, for every $i \in \mathcal{I}_{n_1}$ the matrix $B^{2^m-1}$ has a simple positive leading eigenvalue with a one-dimensional eigenspace which intersects $\mathcal{K}_i$ nontrivially: but since $\# \mathcal{I}_{n_1} \geq 2$ and distinct cones $\mathcal{K}_i$ do not intersect this implies that the leading eigenvalue is not simple, which is a contradiction. \qed

### 3.2. Proof of Theorem 4.

Throughout the proof we fix $d, \mathfrak{A}, (\mathcal{K}_1, \ldots, \mathcal{K}_m)$, $(\mathcal{K}_1', \ldots, \mathcal{K}_m')$ and $w$ as in the statement of the theorem. Part (i) of Theorem 4 follows directly from Lemma 3.1 so we concentrate on parts (ii) to (vi).

Define $H := \{z \in \mathbb{C}^d : \langle z, w \rangle = 1\}$ and let $K_j := K_j' \cap H$ for each $j = 1, \ldots, m$. Each $K_j$ is closed by definition and is bounded as a consequence of Lemma 3.1(i). For each $n \geq 1$ define

$$\mathfrak{A}_n^* := \{A_1 \cdots A_n : A_1, \ldots, A_n \in \mathfrak{A}^*\}.$$ 

Define a function $M : H \to [0, +\infty)$ by

$$M(z) := \inf \left\{ |\langle A z, w \rangle| : A \in \mathfrak{A} \text{ and } ||A|| = 1 \right\}.$$ 

Clearly $M(z)$ is well-defined and

$$M(z) = \inf \left\{ ||A||^{-1} |\langle A z, w \rangle| : A \in \mathfrak{A}^* \right\}.$$ 

We observe that $M$ is 1-Lipschitz continuous: given $z_1, z_2 \in U$ and $A \in \mathfrak{A}$ with $\|A\| = 1$ we have

$$\|\langle Az_2, w \rangle \| \geq \|\langle Az_1, w \rangle \| - \|\langle A(z_1 - z_2), w \rangle \| \geq M(z_1) - \|z_1 - z_2\|$$

and taking the infimum over $A$ and rearranging easily yields $M(z_1) - M(z_2) \leq \|z_1 - z_2\|$. The result follows by symmetry. The set $U := \{z \in H : M(z) \neq 0\}$ is consequently open. We have $\bigcup_{j=1}^{m} K_j \subseteq U$ by Lemma 3.1(i) and (ii) and in particular $U$ is nonempty.

We now claim that if $A \in \mathfrak{A}^*$ and $z \in U$ then necessarily $\langle Az, w \rangle^{-1}Az \in U$. If this is not the case for some $A$ and $z$ then by compactness there exists $B \in \mathfrak{A}^*$ with $\|B\| = 1$ such that $\langle B(\langle Az, w \rangle^{-1}Az), w \rangle = 0$, but then necessarily $\langle BAz, w \rangle = 0$ which contradicts $z \in U$ since obviously $BA \in \mathfrak{A}^*$ by the semigroup property of $\mathfrak{A}^*$. The claim is proved. We deduce that for every nonzero $A \in \mathfrak{A}$ the formula $\phi_A(z) := \langle Az, w \rangle^{-1}Az$ gives rise to a well-defined holomorphic function $\phi_A : U \to U$. We observe that $\phi_A \circ \phi_B = \phi_{AB}$ for all $A, B \in \mathfrak{A}^*$ and that $\phi_{tA} = \phi_A$ for all real $t > 0$ and all $A \in \mathfrak{A}^*$.

Let $\tau > 0$ be as given by Lemma 3.1 and observe that

$$\sup \left\{ \|z\| : z \in \bigcup_{j=1}^{m} K_j \right\} \leq \tau^{-1}$$

by Lemma 3.1(i) and

$$\inf \left\{ \|A\|^{-1}|\Re(\langle Az, w \rangle)| : z \in \bigcup_{j=1}^{m} K_j \text{ and } A \in \mathfrak{A}^* \right\} \geq \tau^2$$

by Lemma 3.1(i) and (ii). For each $j = 1, \ldots, m$ define

$$U_j := \left\{ z \in U : \inf_{\omega \in K_j} \|z - \omega\| < \epsilon \right\}$$

where $\epsilon > 0$ is chosen small enough that the following properties hold: the sets $U_j$ have pairwise disjoint closures; $|\Re(\langle Az, w \rangle)| \geq \frac{\tau^2}{\tau}\|A\|$ and $|\|z\| \leq 2\tau^{-1}$ for all $z \in \bigcup_{j=1}^{m} U_j$ and all $A \in \mathfrak{A}$; and

$$256\tau^{-10} + 4\tau^{-4}\epsilon < \frac{1}{4}.$$ 

The second condition is possible since the function $z \mapsto \inf\{\|A\|^{-1}|\Re(\langle Az, w \rangle)| : A \in \mathfrak{A}^*\}$ is 1-Lipschitz continuous for the same reasons as $M$. Each $K_j$ is convex as a consequence of the definition of a multicone, so each $U_j$ is convex also.

Now let $C_1, \theta_1$ be the constants given by Proposition 3.3 and let $n_1 \geq 1$ be large enough that $C_1\theta_1^{n_1} < \frac{1}{4}$. We claim that for every $A \in \mathfrak{A}_{n_1}$ the map $\phi_A$ satisfies $\|Dz\phi_A\| \leq \frac{1}{2}$ for all $z \in \bigcup_{j=1}^{m} U_j$. Fix $A \in \mathfrak{A}_{n_1}$ and observe that $\|Dz\phi_A\| \leq C_1\theta_1^{n_1} < \frac{1}{4}$ for all $\omega \in \bigcup_{j=1}^{m} K_j$ by Proposition 3.3.

By simple direct calculation, for all $v \in \mathbb{C}^d$ such that $\langle v, w \rangle = 0$ and all $z \in U$ we have

$$(Dz\phi_A)(v) = \langle Az, w \rangle^{-2} (\langle Az, w \rangle Av - \langle Av, w \rangle Az).$$
It follows that if \( z_1, z_2 \in U_j \), then
\[
(D_{z_1} \phi_A - D_{z_2} \phi_A)(v) = \langle A z_1, w \rangle - 2 \langle A z_2, w \rangle - 2 \left( \langle A z_2, w \rangle - \langle A z_1, w \rangle \right) (\langle A z_1, w \rangle A v - \langle A v, w \rangle A z_1) \\
+ \langle A z_2, w \rangle - 2 \left( \langle A (z_1 - z_2), w \rangle A v - \langle A v, w \rangle A (z_1 - z_2) \right)
\]
for all \( v \) in the tangent space \( \{ v \in \mathbb{C}^d : \langle z, w \rangle = 0 \} \). Since \( \| A, w \| ^2 \leq 4 \tau^{-4} \| A \| ^{-2} \) for all \( z \in U_j \) by the definition of \( U_j \), this yields the estimate
\[
\| D_{z_1} \phi_A - D_{z_2} \phi_A \| \leq (16 \tau^{-8} (\| z_1 \| + \| z_2 \|)) (2 \| z_1 \|) + 4 \tau^{-4}) \| z_1 - z_2 \|
\]
where we have used the bound \( \| z \| \leq 2 \tau^{-1} \) which applies to all \( z \in U_j \). In particular if \( z \in U_j \) is arbitrary and \( \omega \in K_j \) is chosen such that \( \| z - \omega \| < \epsilon \), taking \( z_1 := z \) and \( z_2 := \omega \) and applying (3) together with \( \| D_{\omega} \phi_A \| < \frac{1}{5} \) yields \( \| D_z \phi_A \| < \frac{1}{5} \). We conclude that \( \max_{1 \leq j \leq m} \sup_{z \in U_j} \| D_z \phi_A \| \leq \frac{1}{5} \). Since each \( U_j \) is convex it follows by the mean value inequality that for every \( A \in \mathfrak{A}^*_{n_1} \) and \( j = 1, \ldots, m \) the map \( \phi_A : U_j \to U \) is \( \frac{1}{5} \)-Lipschitz continuous with respect to the Euclidean metric. (We observe that this does not imply \( \frac{1}{2} \)-Lipschitz continuity on \( \bigcup_{j=1}^{m} U_j \). It follows that for every \( k \geq 1 \) and \( A \in \mathfrak{A}^*_{n_1} \), the map \( \phi_A \) is \( \frac{1}{2k} \)-Lipschitz on each \( U_j \), which will be used later.

We next observe that for every \( A \in \mathfrak{A}^* \) and \( z_1, z_2 \in U \) there holds the Lipschitz continuity estimate
\[
(4) \quad \| \phi_A(z_1) - \phi_A(z_2) \| \leq M(z_1)^{-1} M(z_2)^{-1} \min \{ \| z_1 \|, \| z_2 \| \} \| z_1 - z_2 \|.
\]
Clearly it is sufficient to prove this in the case \( \| A \| = 1 \). In this case we observe that
\[
\| \phi_A(z_1) - \phi_A(z_2) \| = \| (A z_1, w) (A z_2, w)^{-1} \| (A z_2, w) A z_1 - (A z_1, w) A z_2 \| \leq M(z_1)^{-1} M(z_2)^{-1} \| (A z_2, w) A z_1 - (A z_1, w) A z_2 \| \leq M(z_1)^{-1} M(z_2)^{-1} \| z_1 - z_2 \| \| z_1 - z_2 \|,
\]
and performing the same calculation with \( z_1 \) and \( z_2 \) interchanged obviously yields (4). As a consequence we have
\[
(5) \quad \| \phi_A(z_1) - \phi_A(z_2) \| \leq C_2 \| z_1 - z_2 \|
\]
for every \( z_1, z_2 \in \bigcup_{j=1}^{m} U_j \) and \( A \in \mathfrak{A}^* \) where \( C_2 := 8 \tau^{-5} \), using the inequalities \( M(z) \geq \tau^2 / 2 \) and \( \| z \| \leq 2 \tau^{-1} \) which follow from the definition of the sets \( U_j \).

Let \( n_2 \geq 2^m - m - 1 \) be an integer such that for every \( A \in \mathfrak{A}^* \) the map \( \phi_A|_{U_j} \) is 1-Lipschitz continuous for every \( j = 1, \ldots, m \). (Note that every sufficiently large multiple of \( n_1 \) has this property.) Fix \( k \) large enough that \( C_2 2^{-k} \leq \frac{1}{2} \) and define a metric \( d \) on \( U \) by
\[
d(z_1, z_2) := \sum_{n=0}^{k n_1 + n_2 - 1} 2^{kn_1+n_2} \sup_{A \in \mathfrak{A}^*_{n_1}} \| \phi_A(z_1) - \phi_A(z_2) \|
\]
where the summand corresponding to \( n = 0 \) is understood as \( \| z_1 - z_2 \| \). It follows from (4) that \( d(z_1, z_2) \) is well-defined for all \( z_1, z_2 \in U \) and its property of being a metric is obvious. For \( z_1, z_2 \in \bigcup_{j=1}^{m} U_j \) we additionally have
\[
\| z_1 - z_2 \| \leq d(z_1, z_2) \leq \left( \frac{C_2}{2^{kn_1+n_2} - 1} \right) \| z_1 - z_2 \|
\]
by applying (5) and summing the geometric series, so \( d \) is bi-Lipschitz equivalent to the Euclidean distance when considered as a metric on \( \bigcup_{j=1}^{m} U_j \). We observe that since every \( A \in \mathfrak{A}^* \) is real, the metric \( d \) is symmetric with respect to complex conjugation: 
\[
d(z_1, z_2) = d(z_1^*, z_2^*)
\]
for all \( z_1, z_2 \in U \).

We claim that for every \( z_1, z_2 \in \bigcup_{j=1}^{m} U_j \) and \( B \in \mathfrak{A}^* \) we have 
\[
d(\phi_B(z_1), \phi_B(z_2)) \leq 2^{-\frac{1}{kn_1 + n_2}} d(z_1, z_2). \tag{6}
\]

To see this let \( z_1, z_2 \in \bigcup_{j=1}^{m} U_j \) and \( B \in \mathfrak{A}^* \). We have 
\[
d(\phi_B(z_1), \phi_B(z_2)) = \sum_{n=0}^{kn_1 + n_2 - 1} 2^{kn_1 + n_2} \sup_{A \in \mathfrak{A}_n^*} \| \phi_A(\phi_B(z_1)) - \phi_A(\phi_B(z_2)) \|
\]
\[
\leq \sum_{n=1}^{kn_1 + n_2} 2^{kn_1 + n_2} \sup_{A \in \mathfrak{A}_n^*} \| \phi_A(z) - \phi_A(\omega) \|
\]
\[
= 2^{-\frac{1}{kn_1 + n_2}} \sum_{n=1}^{kn_1 + n_2 - 1} 2^{kn_1 + n_2} \sup_{A \in \mathfrak{A}_n^*} \| \phi_A(z_1) - \phi_A(z_2) \|
\]
\[
+ 2^{-\frac{1}{kn_1 + n_2}} \sup_{A \in \mathfrak{A}_{n+1}^*} \| \phi_A(z_1) - \phi_A(z_2) \|
\]
To prove the claimed inequality it therefore suffices to show that 
\[
\| \phi_A(z_1) - \phi_A(z_2) \| \leq \frac{1}{2} \| z_1 - z_2 \|
\]
for all \( A \in \mathfrak{A}_{kn_1 + n_2}^* \), since then the final term above is bounded by \( 2^{-\frac{1}{kn_1 + n_2}} \| z_1 - z_2 \| \)
and simple rearrangement yields (6). Now, if \( A \in \mathfrak{A}_{kn_1 + n_2}^* \) let us write \( A = A_1A_2 \)
where \( A_1 \in \mathfrak{A}_{kn_1}^* \) and \( A_2 \in \mathfrak{A}_{n_2}^* \). By Lemma 3.4 there exists \( i \) such that \( A_2(\bigcup_{j=1}^{m} K_j) \subseteq K_i \) \( \cup -K_i \), and this clearly implies \( A_2(\bigcup_{j=1}^{m} K'_j) \subseteq K_i' \) \( \cup -K_i' \). Hence \( \phi_{A_2}(\bigcup_{j=1}^{m} K_j) \subseteq K_i \). Choose \( j_1, j_2 \) such that \( z_1 \in U_{j_1} \) \( z_2 \in U_{j_2} \) and choose \( \omega_1 \in K_{j_1} \) \( \omega_2 \in K_{j_2} \) such that \( \| z_1 - \omega_1 \| < \epsilon \) and \( \| z_2 - \omega_2 \| < \epsilon \). We have \( \phi_{A_2}(\omega_1), \phi_{A_2}(\omega_2) \in K_i \), 
\[
\| \phi_{A_2}(z_1) - \phi_{A_2}(\omega_2) \| < \epsilon \text{ by the 1-Lipschitz continuity of } \phi_{A_2} \text{ restricted to } U_{j_1},
\]
and likewise \( \| \phi_{A_2}(z_2) - \phi_{A_2}(\omega_1) \| < \epsilon \). Thus \( \phi_{A_2}(z_1) \) and \( \phi_{A_2}(z_2) \) are both elements of \( U_i \) and they satisfy \( \| \phi_{A_2}(z_1) - \phi_{A_2}(z_2) \| \leq C_2 \| z_1 - z_2 \| \) by (5). But \( \phi_{A_1} \) is \( \frac{1}{2^k} \)-Lipschitz when restricted to \( U_i \), so 
\[
\| \phi_{A_1}(\phi_{A_2}(z_1)) - \phi_{A_1}(\phi_{A_2}(z_2)) \| \leq 2^{-k} \| \phi_{A_2}(z_1) - \phi_{A_2}(z_2) \|
\]
\[
\leq C_2 2^{-k} \| z_1 - z_2 \| \leq \frac{1}{2} \| z_1 - z_2 \|
\]
and the claim follows.

For each \( j = 1, \ldots, m \) define \( \Omega_j \) to be the unique connected component of the set 
\[
\left\{ z \in U : \inf_{\omega \in K_j} d(z, \omega) < \epsilon \right\}
\]
which intersects \( K_j \). Obviously we have \( K_j \subseteq \Omega_j \). Since \( \| z_1 - z_2 \| \leq d(z_1, z_2) \) for all \( z_1, z_2 \in U \) we also have \( \Omega_j \subseteq U_j \) for each \( j = 1, \ldots, m \). Define \( \Omega := \bigcup_{j=1}^{m} \Omega_j \) and observe that \( z \in \Omega \) if and only if \( z^* \in \Omega \) by the fact that \( \bigcup_{j=1}^{m} K_j \subseteq \mathbb{R}^d \) and the fact that \( d \) is conjugation-symmetric. Since every \( U_j \) is bounded, so is every \( \Omega_j \) and therefore so is \( \Omega \). The connected components of \( \Omega \) are precisely the sets \( \Omega_j \) and these have disjoint closures since this is true of the sets \( U_j \) which contain them. Each
\( \Omega_j \) contains the corresponding set \( K_j \subset \mathbb{R}^d \) and in particular intersects \( \mathbb{R}^d \). This completes the proof of (4). We have

\[
\frac{x^2}{2} ||A|| \leq |R(\langle Az, w \rangle)| \leq |\langle Az, w \rangle| \leq 2r^{-1} ||A||
\]

for all \( z \in \Omega \) and \( A \in \mathfrak{A} \) as a consequence of the definition of \( U_1, \ldots, U_m \), and this completes the proof of (4). Since for every \( A \in \mathfrak{A}^* \) the function \( \phi_A \) maps \( \bigcup_{j=1}^{m} K_j \) to a subset of itself, and \( \phi_A \) contracts distances between points in \( \bigcup_{j=1}^{m} \hat{U}_j \) with respect to \( d \) by a factor of \( \theta_2 := 2^{-1/(kn_1+n_2)} \), it follows that

\[
\bigcup_{A \in \mathfrak{A}^*} \phi_A(\Omega) \subseteq \left\{ z \in U : \inf_{\omega \in \bigcup_{j=1}^{m} K_j} d(z, \omega) \leq \theta_2 \epsilon \right\}
\]

which is a compact subset of the set defined in (7). Each \( \phi_A(\Omega_j) \) is a connected subset of the set defined above and intersects one of the sets \( K_i \), hence it is a subset of the set defined in (7) and intersects \( K_i \), hence it is a subset of the corresponding set \( \Omega_i \), hence a subset of \( \Omega \). We conclude that \( \bigcup_{A \in \mathfrak{A}^*} \phi_A(\Omega) \) is a compact subset of \( \Omega \). This completes the proof of (4). W e have

\[
\delta_i := 1, \quad \delta_i := 0, \quad \delta_i \in \{0, 1\}
\]

for every \( v \) in the tangent space \( \{ v \in \mathbb{C}^d : \langle v, w \rangle = 0 \} \) to \( \Omega \) at \( z_A \) we have

\[
(D_{z_A} \phi_A) v := \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( \frac{A(u_1 + \epsilon v)}{\langle A(u_1 + \epsilon v), w \rangle} - \frac{A u_1}{\langle A u_1, w \rangle} \right) = \langle A u_1, w \rangle - \langle A v, w \rangle \cdot \frac{A u_1}{\langle A u_1, w \rangle} = \frac{1}{\lambda_1(A)} (A v - \langle A v, w \rangle u_1).
\]

Clearly the vectors \( v_j := u_j - \langle u_j, w \rangle u_1 \), where \( j \) runs from 2 to \( d \), form a basis of the tangent space \( \{ z \in \mathbb{C}^d : \langle z, w \rangle = 0 \} \). We have

\[
(D_{z_A} \phi_A) v_2 = \frac{1}{\lambda_1(A)} (A v_2 - \langle A v_2, w \rangle u_1) = \frac{1}{\lambda_1(A)} (\lambda_2(A) u_2 - \lambda_1(A) \langle u_2, w \rangle u_1 - \lambda_2(A) \langle u_2, w \rangle u_1 + \lambda_1(A) \langle u_2, w \rangle u_1) = \frac{1}{\lambda_1(A)} (\lambda_2(A) u_2 - \lambda_2(A) \langle u_2, w \rangle u_1) = \frac{1}{\lambda_1(A)} (\lambda_2(A) u_2 - \lambda_2(A) \langle u_2, w \rangle u_1) = \frac{\lambda_2(A)}{\lambda_1(A)} v_2,
\]
and for $j = 3, \ldots, d$ we similarly have
\[
(D_{zA} \phi_A) v_j = \frac{1}{\lambda_j(A)} (Av_j - \langle Av_j, w \rangle u_1)
\]
\[
= \frac{1}{\lambda_j(A)} (\lambda_j(A) u_j + \delta_j u_{j-1} - \lambda_1(A) \langle u_j, w \rangle u_1
- \lambda_j(A) \langle u_j, w \rangle u_1 - \delta_j \langle u_{j-1}, w \rangle u_1 + \lambda_1(A) \langle u_j, w \rangle u_1)
\]
\[
= \frac{1}{\lambda_j(A)} (\lambda_j(A) u_j - \lambda_j(A) \langle u_j, w \rangle u_1 + \delta_j u_{j-1} - \delta_j \langle u_{j-1}, w \rangle u_1)
\]
\[
= \lambda_j(A) \frac{\lambda_j(A)}{\lambda_1(A)} v_j + \frac{\delta_j}{\lambda_1(A)} v_{j-1}.
\]
It follows that with respect to the basis $v_2, \ldots, v_d$ the matrix of $D_{zA} \phi_A$ is upper triangular with the values $\lambda_j(A)/\lambda_1(A)$ along the diagonal. In particular its eigenvalues are precisely the numbers $\lambda_j(A)/\lambda_1(A)$ for $j = 2, \ldots, d$ as claimed. Since $p_A(x) = \det(x I - A) = \prod_{j=1}^d (x - \lambda_j(A))$ we have
\[
p'_A(x) = \sum_{\ell=1}^d \prod_{1 \leq j \leq d, j \neq \ell} (x - \lambda_j(A))
\]
and therefore
\[
p'_A(\lambda_1(A)) = \frac{\prod_{j=2}^d (\lambda_1(A) - \lambda_j(A))}{\lambda_1(A)^{d-1}} = \prod_{j=2}^d \left(1 - \frac{\lambda_j(A)}{\lambda_1(A)}\right) = \det(I - D_{zA} \phi_A).
\]
Since $1 - \lambda_j(A)/\lambda_1(A)$ is nonzero for all $j = 2, \ldots, d$ this quantity is nonzero. This completes the proof of (4) and hence of the theorem.

4. Operator-theoretic preliminaries

In this section we collect some preliminary results which will underpin the construction of the operators $L^p$ defined in Theorem 3.

4.1. Bergman spaces. If $\Omega \subset \mathbb{C}^k$ is open and nonempty the Bergman space $A^2(\Omega)$ is defined to be the set of all holomorphic functions $f : \Omega \to \mathbb{C}$ such that the integral $\int_\Omega |f(z)|^2 \, dV(z)$ is finite, where $V$ denotes the Lebesgue measure on $\mathbb{C}^k \simeq \mathbb{R}^{2k}$. The space $A^2(\Omega)$ is a Hilbert space when equipped with the inner product $\langle f, g \rangle_{A^2(\Omega)} := \int_\Omega f(z)g(z)^* \, dV(z)$. In particular it is a closed subspace of the Hilbert space $L^2(\Omega)$ and is therefore separable. We note the following elementary estimate:

**Lemma 4.1.** Let $\Omega \subseteq \mathbb{C}^k$ be a nonempty open set and let $K \subseteq \Omega$ be compact. Then there exists $C_K > 0$ depending on $K$ such that $\sup_{z \in K} |f(z)| \leq C_K \|f\|_{A^2(\Omega)}$ for every $f \in A^2(\Omega)$.

**Proof.** Choose $\varepsilon > 0$ small enough that for every $z \in K$ the open ball $B_\varepsilon(z_0)$ is a subset of $\Omega$. By harmonicity we have
\[
|f(z_0)|^2 = \frac{1}{V(B_\varepsilon(z_0))} \int_{B_\varepsilon(z_0)} |f(z)|^2 \, dV(z)
\]
\[
\leq \frac{1}{V(B_\varepsilon(z_0))} \int_\Omega |f(z)|^2 \, dV(z) = \frac{1}{V(B_\varepsilon(z_0))} \|f\|_{A^2(\Omega)}^2 = \frac{k!}{\pi^k} \|f\|_{A^2(\Omega)}^2
\]
for all \( f \in A^2(\Omega) \) and \( z_0 \in K \).

We observe in particular that for every \( z \in \Omega \) the evaluation map \( f \mapsto f(z) \) is a continuous linear functional \( A^2(\Omega) \to \mathbb{C} \).

In practice we will be interested in the case where \( \Omega \) is a bounded open subset of an affine subspace of \( \mathbb{C}^d \) rather than of \( \mathbb{C}^d \) itself. Clearly the results of this section will apply equally well in that context with \( k \) being equal to the dimension of the affine subspace of \( \mathbb{C}^d \) of which \( \Omega \) is an open subset.

### 4.2. Trace-class operators

We define the **singular values** or **approximation numbers** \( s_n(\mathcal{L}) \) of a bounded linear operator \( \mathcal{L} : \mathcal{H} \to \mathcal{H} \) acting on a separable complex Hilbert space \( \mathcal{H} \) to be the quantities

\[
s_n(\mathcal{L}) := \inf \{ \| \mathcal{L} - \mathcal{F} \| : \mathcal{F} : \mathcal{H} \to \mathcal{H} \text{ is bounded with rank at most } n - 1 \},
\]

where \( n \) ranges over the positive integers. If \( \mathcal{L} \) is compact then the values \( s_n(\mathcal{L})^2 \) coincide with the sequence of eigenvalues of the self-adjoint operator \( \mathcal{L}^* \mathcal{L} \) (see e.g. [27, Theorem IV.2.5]). If \( \mathcal{L} \) satisfies \( \sum_{n=1}^\infty s_n(\mathcal{L}) < \infty \) then \( \mathcal{L} \) is called **trace-class**. Any trace-class operator is obviously the limit in the operator norm of a sequence of finite-rank operators and in particular is compact. It follows easily from the definition of \( s_n \) that if \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) are bounded operators then \( s_n(\mathcal{L}_1 \mathcal{L}_2) \) and \( s_n(\mathcal{L}_2 \mathcal{L}_1) \) are both bounded by \( \| \mathcal{L}_1 \| s_n(\mathcal{L}_2) \) for every \( n \geq 1 \), and in particular the composition of a trace-class operator with a bounded operator is trace-class. In particular every power of a trace-class operator is trace-class.

The fundamental properties of the trace are summarised in the following result which combines several statements from [62, §3]:

**Theorem 5.** Let \( \mathcal{L} \) be a trace-class operator acting on a complex separable Hilbert space \( \mathcal{H} \) and let \( (\lambda_n)_{n=1}^M \) be a complete enumeration of the nonzero eigenvalues of \( \mathcal{L} \), listed with repetition according to algebraic multiplicity, where \( M \in \mathbb{N} \cup \{0, +\infty \} \). Then for every orthonormal basis \( (e_n)_{n=1}^\infty \) of \( \mathcal{H} \) we have

\[
(8) \quad \sum_{n=1}^\infty \langle \mathcal{L} e_n, e_n \rangle = \sum_{n=1}^M \lambda_n
\]

with both series being absolutely convergent. The common value of (8) is defined to be the trace of \( \mathcal{L} \) and is denoted \( \text{tr} \mathcal{L} \).

It is clear from the definition that \( s_{2n-1}(\mathcal{L}_1 + \mathcal{L}_2) \leq s_n(\mathcal{L}_1) + s_n(\mathcal{L}_2) \) for every pair of bounded linear operators \( \mathcal{L}_1, \mathcal{L}_2 : \mathcal{H} \to \mathcal{H} \) and every \( n \geq 1 \). It follows easily that if \( \mathcal{L}_1, \ldots, \mathcal{L}_k \) are trace-class operators on \( \mathcal{H} \) then any finite linear combination \( \sum_{i=1}^k a_i \mathcal{L}_i \) is also trace-class and satisfies

\[
\text{tr} \sum_{i=1}^k a_i \mathcal{L}_i = \sum_{i=1}^k a_i \text{tr} \mathcal{L}_i
\]

as a consequence of (8).

The following result also combines several statements from [62, §3], with the exception of the determinant formula for \( a_n \) which may be found instead in, for example, [61, Theorem 6.8] or [27, Theorem IV.5.2].

**Theorem 6.** Let \( \mathcal{L} \) be a trace-class operator on a separable complex Hilbert space \( \mathcal{H} \) and let \( (\lambda_n)_{n=1}^\infty \) be an enumeration of the nonzero eigenvalues of \( \mathcal{L} \), repeated according to algebraic multiplicity. (If only \( M < \infty \) nonzero eigenvalues exist, then
we define $\lambda_n := 0$ for all $n > M$.) For every $n \geq 1$ define
\[
a_n := (-1)^n \sum_{i_1 < \cdots < i_n} \lambda_{i_1}(\mathcal{L}) \cdots \lambda_{i_n}(\mathcal{L})
\]
and define also $a_0 := 1$. Then the function
\[
det(I - z\mathcal{L}) := \sum_{n=0}^{\infty} a_n z^n
\]
is well-defined and entire, and is equal to the absolutely convergent infinite product $\prod_{n=1}^{\infty} (1 - z\lambda_n)$. The zeros of $z \mapsto det(I - z\mathcal{L})$ are precisely the reciprocals of the nonzero eigenvalues of $\mathcal{L}$ and the order of each zero is equal to the algebraic multiplicity of the corresponding eigenvalue. The coefficients $a_n$ satisfy
\[
a_n = \frac{(-1)^n}{n!} \det \begin{pmatrix}
\text{tr } \mathcal{L} & n-1 & 0 & \cdots & 0 & 0 \\
\text{tr } \mathcal{L}^2 & \text{tr } \mathcal{L} & n-2 & \cdots & 0 & 0 \\
\text{tr } \mathcal{L}^3 & \text{tr } \mathcal{L}^2 & \text{tr } \mathcal{L} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
\text{tr } \mathcal{L}^{n-1} & \text{tr } \mathcal{L}^{n-2} & \text{tr } \mathcal{L}^{n-3} & \cdots & \text{tr } \mathcal{L} & 1 \\
\text{tr } \mathcal{L}^n & \text{tr } \mathcal{L}^{n-1} & \text{tr } \mathcal{L}^{n-2} & \cdots & \text{tr } \mathcal{L}^2 & \text{tr } \mathcal{L}
\end{pmatrix},
\]
and
\[
|a_n| \leq \sum_{i_1 < \cdots < i_n} s_{i_1}(\mathcal{L}) \cdots s_{i_n}(\mathcal{L})
\]
for all $n \geq 1$.

4.3. Weighted composition operators on Bergman spaces. It has long been known that composition operators on Bergman spaces, and on other Banach spaces of holomorphic functions, are trace-class under mild conditions (see e.g. [28]). Historically most results in this context have assumed the set $\Omega \subset \mathbb{C}^k$ to be bounded and connected but in this article we will need to work with sets having multiple connected components. We will use the notation $\Omega_0 \Subset \Omega$ to mean that the closed set $\Omega_0$ is a compact subset of the open set $\Omega$.

The following result is a special case of [1, Theorem 5.9].

**Theorem 7.** Let $\Omega \subset \mathbb{C}^k$ be a nonempty open set and let $\Omega_0 \Subset \Omega$ be nonempty. Suppose that $\phi_1, \ldots, \phi_m: \Omega \to \Omega_0$ are holomorphic and $\psi_1, \ldots, \psi_m: \Omega \to \mathbb{C}$ are holomorphic and bounded. Then the operator $\mathcal{L}: \mathcal{A}^2(\Omega) \to \mathcal{A}^2(\Omega)$ given by
\[
(\mathcal{L}f)(z) := \sum_{j=1}^{m} \psi_j(z)f(\phi_j(z))
\]
is a well-defined bounded linear operator on $\mathcal{A}^2(\Omega)$, and there exist $C, \gamma > 0$ depending only on $\Omega$ and $\Omega_0$ such that
\[
s_n(\mathcal{L}) \leq C \left( \sum_{j=1}^{m} \sup_{z \in \Omega} |\psi_j(z)| \right) \exp \left( -\gamma n \frac{k}{2} \right)
\]
for every $n \geq 1$. In particular $\mathcal{L}$ is trace class.

In this article we will need to calculate explicitly the traces of a family of operators. The following result is a minor variation on a type of result appearing in
work of Ruelle ([59, Lemma 1]), Mayer ([43, §III] and remark following [44, Corollary 7.11]), Fried ([25, Lemma 5]) and other authors. The result may be proved easily by following the second, third and fourth paragraphs of the proof of [2, Theorem 4.2].

**Theorem 8.** Let \( \Omega \subset \mathbb{C}^k \) be a bounded, connected, nonempty open set and suppose that \( \phi: \Omega \to \Omega \) is a holomorphic function such that \( \phi(\Omega) \Subset \Omega \). Let \( \psi: \Omega \to \mathbb{C} \) be holomorphic and bounded. Then \( \phi \) has a unique fixed point \( z_0 \in \Omega \), the eigenvalues of the derivative \( D_{z_0} \phi \) are all strictly less than 1 in modulus, and the operator \( \mathcal{L}: \mathcal{A}^2(\Omega) \to \mathcal{A}^2(\Omega) \) defined by \( (\mathcal{L}f)(z) := \psi(z)f(\phi(z)) \) is trace-class and has trace equal to \( \psi(z_0)/\det(I - D_{z_0} \phi) \).

Since we will in general need to study operators on Bergman spaces \( \mathcal{A}^2(\Omega) \) for which \( \Omega \) is not connected, we prove the following simple extension of Theorem 8 which does not seem to have been previously stated elsewhere:

**Theorem 9.** Let \( \Omega \subset \mathbb{C}^k \) be a bounded nonempty open set and suppose that \( \phi: \Omega \to \Omega \) is a holomorphic function such that \( \phi(\Omega) \Subset \Omega \). Let \( \psi: \Omega \to \mathbb{C} \) be holomorphic and bounded. Then the set of fixed points \( \text{Fix} \phi := \{ z \in \Omega: \phi(z) = z \} \) is either finite or empty, and each connected component of \( \Omega \) contains at most one fixed point of \( \phi \). At each fixed point \( z \in \text{Fix} \phi \) the eigenvalues of the derivative \( D_z \phi \) are all strictly less than 1 in modulus. The operator \( \mathcal{L}: \mathcal{A}^2(\Omega) \to \mathcal{A}^2(\Omega) \) defined by \( (\mathcal{L}f)(z) := \psi(z)f(\phi(z)) \) is trace-class and satisfies

\[
(9) \quad \text{tr} \mathcal{L} = \sum_{z \in \text{Fix} \phi} \frac{\psi(z)}{\det(I - D_z \phi)}.
\]

Additionally, if \( \Omega \) is connected, then \( \text{Fix} \phi \) is a singleton.

**Proof.** The number of connected components of \( \Omega \) is at most countably infinite since otherwise the separability of \( \mathbb{C}^k \) would be contradicted. Let \( (\Omega_m)_{m=1}^M \) be an enumeration of the connected components of \( \Omega \) where \( M \in \mathbb{N} \cup \{ \infty \} \). For each \( m \), by connectedness and continuity we have either \( \phi(\Omega_m) \Subset \Omega_m \) or \( \phi(\Omega_m) \cap \Omega_m = \emptyset \). In the former case there is a unique fixed point of \( \phi \) in \( \Omega_m \) and the derivative of \( \phi \) at the fixed point has all eigenvalues strictly less than 1 in modulus by Theorem 8. In the latter case there is obviously no fixed point in \( \Omega_m \). It follows in particular that if \( m = 1 \) then \( \text{Fix} \phi \) is a singleton as required. Moreover we observe that \( \text{Fix} \phi \) consists entirely of isolated points, is closed, and is compact since it is contained in \( \overline{\phi(\Omega)} \); it is therefore finite or empty, as required.

The operator \( \mathcal{L} \) meets the hypotheses of Theorem 7 and hence is trace-class, so it remains to calculate its trace. For each integer \( m \) such that \( 1 \leq m \leq M \) let \( (f_{m,n})_{n=1}^\infty \) be an orthonormal basis for \( \mathcal{A}^2(\Omega_m) \). Extend each \( f_{m,n} \) to a function \( \tilde{f}_{m,n}: \Omega \to \mathbb{C} \) by defining \( \tilde{f}_{m,n}(z) := f_{m,n}(z) \) when \( z \in \Omega_m \) and \( \tilde{f}_{m,n}(z) := 0 \) otherwise. Clearly \( (\tilde{f}_{m,n}) \) is an orthonormal basis for \( \mathcal{A}^2(\Omega) \), so by Theorem 5 we have

\[
(10) \quad \text{tr} \mathcal{L} = \sum_{m=1}^M \sum_{n=1}^\infty \langle \mathcal{L} \tilde{f}_{m,n}, \tilde{f}_{m,n} \rangle_{\mathcal{A}^2(\Omega)} = \sum_{m=1}^M \sum_{n=1}^\infty \int_\Omega \psi(z) \tilde{f}_{m,n}(\phi(z)) \tilde{f}_{m,n}(z)^* \, dV(z)
\]

using the fact that each \( \tilde{f}_{n,m} \) is supported on \( \Omega_m \), and these series are absolutely convergent.
Let us evaluate the final term of (10) by considering the contribution of each $m$. For $m$ such that $\phi(\Omega_m) \cap \Omega_m = \emptyset$ the integrand is clearly identically zero for every $n \geq 1$ and the contribution of that $m$ to the total is zero. On the other hand for each $m$ such that $\phi(\Omega_m) \subseteq \Omega_m$ let us define $L_m : A^2(\Omega_m) \rightarrow A^2(\Omega_m)$ by $(L_m f)(z) := \psi(z) f(\phi(z))$. By Theorem 8 there is a unique fixed point $z_m$ of $\phi$ in $\Omega_m$; the operator $L_m$ is trace-class and

$$\frac{\psi(z_m)}{\det(I - D z_m \phi)} = \text{tr} L_m = \sum_{n=1}^{\infty} \langle L_m f_{m,n}, f_{m,n} \rangle_{A^2(\Omega_m)} = \sum_{n=1}^{\infty} \int_{\Omega_m} \psi(z) f_{m,n}(\phi(z)) f_{m,n}(z)^* dV(z) = \sum_{n=1}^{\infty} \int_{\Omega_m} \psi(z) \hat{f}_{m,n}(\phi(z)) \hat{f}_{m,n}(z)^* dV(z).$$

We have shown that for all $m$

$$\sum_{n=1}^{\infty} \int_{\Omega_m} \psi(z) \hat{f}_{m,n}(\phi(z)) \hat{f}_{m,n}(z)^* dV(z) = \sum_{z \in \Omega_m \cap \text{Fix } \phi} \frac{\psi(z)}{\det(I - D z \phi)}$$

and combining this with (10) yields (9).

\[\square\]

4.4. An operator Perron–Frobenius theorem. The last general functional-analytic result which we will require is the following:

**Theorem 10.** (Krasnoselskii) Let $\mathcal{X}$ be a real Banach space and $\mathcal{C} \subseteq \mathcal{X}$ a subset such that:

(i) $\mathcal{C}$ is closed and convex and satisfies $\lambda \mathcal{C} = \mathcal{C}$ for all real $\lambda > 0$,

(ii) $\mathcal{C} \cap -\mathcal{C} = \{0\}$,

(iii) The interior of $\mathcal{C}$ is nonempty.

Suppose that $\mathcal{L} : \mathcal{X} \rightarrow \mathcal{X}$ is a compact linear operator which is strongly positive: for every nonzero $x \in \mathcal{C}$ there exists $n \geq 1$ such that $\mathcal{L}^n x \in \text{Int } \mathcal{C}$. Then $\rho(\mathcal{L})$ is nonzero and is a simple eigenvalue of $\mathcal{L}$ whose corresponding eigenspace intersects $\text{Int } \mathcal{C}$. Moreover there exist no other eigenvalues of $\mathcal{L}$ with modulus $\rho(\mathcal{L})$.

**Proof.** The strong positivity of the operator permits the application of [41, Theorem 2.5] which implies that there exists an eigenvector in the cone $\mathcal{C}$ with positive real eigenvalue $\lambda$; by strong positivity this eigenvector must belong to $\text{Int } \mathcal{C}$. In the terminology of [41, §2.1.1] the strong positivity of the operator $\mathcal{L}$ implies that $\mathcal{L}$ is $u_0$-positive for every $u_0 \in \text{Int } \mathcal{C}$, so [41, Theorem 2.10] may be applied to show that the eigenvalue $\lambda$ is simple and [41, Theorem 2.13] shows that it is maximal in absolute value (hence equal to $\rho(\mathcal{L})$) and that no other eigenvalues of the same absolute value exist. \[\square\]

5. Proof of Theorem 3

We will follow [13] in analysing the singular value function

$$\varphi^*(A_1) = \left\| A_1^{[s]} \right\|_1^{[+s]-s} \left\| A_1^{[s]} \right\|_s^{[s]-[s]}$$

by treating it as a product of the form $\prod_{j=1}^{\ell} \|A_1^{(j)}\|^2$ where $(A_1^{(1)}, \ldots, A_N^{(1)}), \ldots, (A_1^{(0)}, \ldots, A_N^{(0)})$ are a priori unrelated tuples of matrices with respective dimensions.
$d_{i}, \ldots, d_{\ell} \geq 1$, essentially ignoring the fact that the tuples $(A_{1}^{[s]}_{1}, \ldots, A_{N}^{[s]}_{N})$ and $(A_{1}^{[s]}_{1}, \ldots, A_{N}^{[s]}_{N})$ are related by the property of being exterior powers of the same tuple. Besides the established utility of this approach in [13, 47], we suspect that the multicone $\bigwedge^m K \cap \cdots \cap \bigwedge^\ell K$, ..., $\bigwedge^\ell K$, and $\bigwedge^\ell K$ for every $i$, ..., $A_{1}^{[s]}_{1}$, ..., $A_{N}^{[s]}_{N}$ such that the operator $A_{1}^{[s]}_{1}$, ..., $A_{N}^{[s]}_{N}$ is a bounded open subset $\Omega$ of the $\sum_{j=1}^{\ell}(d_{j} - 1)$-dimensional affine space

$$z = \bigoplus_{j=1}^{\ell} z_{j} \in \bigoplus_{j=1}^{\ell} C^{d_{j}}: \langle z_{j}, w_{j} \rangle = 1 \text{ for all } j = 1, \ldots, \ell$$

such that the operator

$$(L_{t}f)\left(\bigoplus_{j=1}^{\ell} z_{j}\right) := \sum_{i=1}^{N} \prod_{j=1}^{\ell} \left(\frac{\langle A_{i}^{(j)} z_{j}, w_{j} \rangle}{\text{sign} \langle A_{i}^{(j)} z_{j}, w_{j} \rangle}\right)^{t_{j}} f\left(\bigoplus_{j=1}^{\ell} \langle A_{i}^{(j)} z_{j}, w_{j} \rangle^{-1} A_{i}^{(j)} z_{j}\right)$$

is a well-defined bounded linear operator on $A^{2}(\Omega)$ and:

(i) There exist constants $C, \kappa, \gamma > 0$ such that the approximation numbers $s_{n}(L_{t})$ satisfy $s_{n}(L_{t}) \leq C \exp(\kappa \|t\| - \gamma n^{1/(d_{1} + \cdots + d_{\ell} - \ell)})$ for every $n \geq 1$ and $t = (t_{1}, \ldots, t_{\ell}) \in \mathbb{C}^{\ell}$.

(ii) For each $n \geq 1$ the trace of the operator $L_{t}^{n}$ is equal to

$$\sum_{|i|=m} \prod_{j=1}^{\ell} \lambda_{j} 1^{d_{j}-1} p_{A_{i}^{(j)}}'\left(\frac{\lambda_{j}}{A_{i}^{(j)}}\right)^{t_{j}}$$

where $p_{B}(x) := \det(xI - B)$ denotes the characteristic polynomial of $B \in M_{d_{i}}(\mathbb{R})$ and $p_{B}'(x_{0})$ its derivative evaluated at $x_{0}$.

(iii) If $t \in \mathbb{R}^{\ell}$, then

$$(13) \quad \rho(L_{t}) = \lim_{n \to \infty} \left(\sum_{|i|=m} \prod_{j=1}^{m} \left\| A_{i}^{(j)} \right\|^{t_{j}}\right)^{-\frac{1}{n}}$$

and in particular this limit exists. Furthermore in this case $\rho(L_{t})$ is a simple eigenvalue of $L_{t}$, and $L_{t}$ has no other eigenvalues with modulus equal to $\rho(L_{t})$.

Proof of Theorem 11. Fix $i \in \{1, \ldots, \ell\}$. Since $(A_{1}^{(i)}_{1}, \ldots, A_{N}^{(i)}_{N})$ strictly preserves the multicone $(\mathcal{K}_{1}^{(i)}, \ldots, \mathcal{K}_{m}^{(i)})$ with transverse-defining vector $w_{i}$ we may choose a multicone $(\hat{\mathcal{K}}_{1}^{(i)}, \ldots, \hat{\mathcal{K}}_{1}^{(i)})$ with the same transverse-defining vector such that $\hat{\mathcal{K}}_{j}^{(i)} \setminus \{0\} \subseteq \text{Int} \mathcal{K}_{j}^{(i)}$ for each $j = 1, \ldots, m_{i}$ and such that $A_{k}^{(i)}(\bigcup_{j=1}^{m_{i}} \mathcal{K}_{j}^{(i)}) \subseteq \bigcup_{j=1}^{m_{i}} (\hat{\mathcal{K}}_{j}^{(i)} \cup -\hat{\mathcal{K}}_{j}^{(i)})$ for every $k = 1, \ldots, N$. Let

$$\mathcal{A}^{(i)} := \left\{ A \in M_{d_{i}}(\mathbb{R}) : A \left(\bigcup_{j=1}^{m} \mathcal{K}_{j}^{(i)}\right) \subseteq \bigcup_{j=1}^{m} (\hat{\mathcal{K}}_{j}^{(i)} \cup -\hat{\mathcal{K}}_{j}^{(i)}) \right\}$$
and let $A^*_i$ denote the set of all nonzero elements of $A_i$. By Theorem 4 $A^*_i$ is a semigroup. Since obviously $A_1^{(i)}, \ldots, A_N^{(i)} \in A^*_i$ we have $A_i^{(i)} \in A^*_i$ for every $i \in \Sigma_N$.

Theorem 4 implies that there exists a bounded open set $\Omega \subset \{ z_i \in \mathbb{C}^d : \langle z_i, w_i \rangle = 1 \}$ such that for every $i \in \Sigma_N$ the map $\phi_i^{(i)} : \Omega_i \to \Omega_i$ defined by $\phi_i^{(i)}(z) := \langle A_i^{(i)} z_i, w_i \rangle^{-1} \cdot A_i^{(i)} z_i$ is well-defined. For each $i \in \Sigma_N$ we have $\Re(\langle A_i^{(i)} z_i, w_i \rangle) \neq 0$ for all $z_i \in \Omega_i$ by Theorem 4(4), so for each $i \in \Sigma_N$ the function $z_i \mapsto \sign \Re(\langle A_i^{(i)} z_i, w_i \rangle) \in \{ \pm 1 \}$ is well-defined and is constant on every connected component of $\Omega_i$. In particular it is a holomorphic function on $\Omega_i$. For each $i \in \Sigma_N$ define

$$
\psi_{1,i}^{(i)}(z_i) := \left( \frac{\langle A_i^{(i)} z_i, w_i \rangle}{\sign \Re(\langle A_i^{(i)} z_i, w_i \rangle)} \right)^{t_i} := \exp \left( t_i \log \left( \frac{\langle A_i^{(i)} z_i, w_i \rangle}{\sign \Re(\langle A_i^{(i)} z_i, w_i \rangle)} \right) \right).
$$

Since $\langle A_i^{(i)} z_i, w_i \rangle / \sign \Re(\langle A_i^{(i)} z_i, w_i \rangle)$ has positive real part for all $z_i \in \Omega_i$ its logarithm is a well-defined holomorphic function of $z_i \in \Omega_i$ and has imaginary part confined to the range $(-\pi, \pi)$ throughout $\Omega_i$.

For all $z_i \in \Omega_i$ and $i \in \Sigma_N$ we have

$$
(14) \quad \left| \Re \left( \log \left( \frac{\langle A_i^{(i)} z_i, w_i \rangle}{\sign \Re(\langle A_i^{(i)} z_i, w_i \rangle)} \right) \right) - \log \| A_i^{(i)} \| \right| \leq \log C_1
$$

for some constant $C_1 > 1$ using Theorem 4(4), where $C_1$ may be chosen independent of $i \in \{1, \ldots, m\}$ by taking the maximum of its possible values as $i$ varies. Hence

$$
\Re \left( t_i \log \left( \frac{\langle A_i^{(i)} z_i, w_i \rangle}{\sign \Re(\langle A_i^{(i)} z_i, w_i \rangle)} \right) \right) = \Re(t_i) \Re \left( \log \left( \frac{\langle A_i^{(i)} z_i, w_i \rangle}{\sign \Re(\langle A_i^{(i)} z_i, w_i \rangle)} \right) \right) - \Im(t_i) \Im \left( \log \left( \frac{\langle A_i^{(i)} z_i, w_i \rangle}{\sign \Re(\langle A_i^{(i)} z_i, w_i \rangle)} \right) \right)
$$

$$
\leq \Re(t_i) \log \| A_i^{(i)} \| + |\Re(t_i)| \log C_1 + \frac{\pi}{2} |\Im(t_i)|
$$

for all $z_i \in \Omega_i$ and $i \in \Sigma_N$ and therefore

$$
\sup_{z_i \in \Omega_i} \left| \psi_{1,i}^{(i)}(z_i) \right| \leq \left( C_1 \exp^{\frac{\pi}{2}} \right)^{t_i} \| A_i^{(i)} \|^{\Re(t_i)}
$$

for all $i \in \Sigma_N$.

Now define $\Omega := \Omega_1 \times \cdots \times \Omega_d$. We observe that each $\Omega_i$ is a bounded, open subset of the hyperplane $\{ z_i \in \mathbb{C}^d : \langle z_i, w_i \rangle = 1 \}$ which is symmetric with respect to complex conjugation and therefore $\Omega$ also has these properties as a subset of the affine space defined in (11). For each $i \in \Sigma_N$ define a holomorphic function $\phi_i : \Omega \to \Omega$ by

$$
\phi_i(z_1, \ldots, z_d) := \left( \phi_i^{(1)}(z_1), \ldots, \phi_i^{(d)}(z_d) \right)
$$

in accordance with the statement of the theorem. As a consequence of Theorem 4(4) the set

$$
\bigcup_{i \in \Sigma_N^*} \phi_i(\Omega) = \bigcup_{i \in \Sigma_N^*} \phi_i^{(1)}(\Omega_1) \times \cdots \times \phi_i^{(d)}(\Omega_d)
$$

is a compact subset of $\Omega$. For each $i \in \Sigma_N$ define also $\psi_{1,i} : \Omega \to \mathbb{C}$ by

$$
\psi_{1,i}(z_1, \ldots, z_d) := \prod_{i=1}^d \psi_{1,i}^{(i)}(z_i)
$$
and observe that

$$
\sup_{z \in \Omega} |\psi_{i,t}(z)| \leq C_2^{||t||} \prod_{i=1}^{\ell} \left\| A_{i}^{(t)} \right\|^{R(t_i)}
$$

for all $i \in \Sigma_N$ and $t \in \mathbb{C}^\ell$, where $C_2 := (C_1 e^{\pi/2})^{\sqrt{t}}$. In particular

$$
\sum_{j=1}^{N} \sup_{z \in \Omega} |\psi_{j,t}(z)| \leq C_2^{||t||} \sum_{j=1}^{\ell} \left\| A_{j}^{(t)} \right\|^{R(t_j)} \leq NC_3^{||t||},
$$
say, for every $t \in \mathbb{C}^\ell$.

We may now define the operator $\mathcal{L}_i$ by

$$
(\mathcal{L}_i f)(z) := \sum_{j=1}^{N} \psi_{j,t}(z) f(j(z))
$$

for all $f \in \mathcal{A}^2(\Omega)$ and $z \in \Omega$ in accordance with the statement of the theorem. By Theorem 7 it follows that each $\mathcal{L}_i$ is a well-defined bounded linear operator acting on $\mathcal{A}^2(\Omega)$ and that there exist $C_4, \gamma > 0$ such that for all $t \in \mathbb{C}^\ell$ we have

$$
s_n(\mathcal{L}_i) \leq C_4 \left( \sum_{j=1}^{N} \sup_{z \in \Omega} \psi_{j,t}(z) \right) \exp \left( -\gamma n^{1/(\sum_{j=1}^{\ell} (d_j-1))} \right)
$$

$$
\leq C_4 N \exp \left( \kappa \|t\| - \gamma n^{1/(\sum_{j=1}^{\ell} (d_j-1))} \right)
$$

as a consequence of (16), where $\kappa := \log C_3$. We have proved (i).

It follows from (i) that $\mathcal{L}_i$ is a trace-class operator. For each $i \in \Sigma_N$ and $t \in \mathbb{C}^\ell$ let us define an auxiliary operator $\mathcal{L}_{1,t}$ by

$$
(\mathcal{L}_{1,t} f)(z) := \psi_{1,t}(z) f(\phi_1(z)).
$$

Theorem 7 shows in the same manner as before that each $\mathcal{L}_{1,t}$ is a well-defined trace-class operator on $\mathcal{A}^2(\Omega)$. The reader may easily verify the equations

$$
\psi_{j,1,t}(z) = \psi_{1,t}(\phi_j(z)) \psi_{j,t}(z), \quad \phi_{j,1}(z) = \phi_1(\phi_j(z))
$$

and therefore $\mathcal{L}_{j,1,t} = \mathcal{L}_{1,t} \mathcal{L}_{j,t}$ for all $i, j \in \Sigma_N$ and $t \in \mathbb{C}^\ell$. It follows by a simple inductive argument that $\mathcal{L}_{i,n} = \sum_{|i|=n} \mathcal{L}_{1,t}$ for every $n \geq 1$ and $t \in \mathbb{C}^\ell$, so in particular

$$
\text{tr} \mathcal{L}_i = \text{tr} \sum_{|i|=n} \mathcal{L}_{1,t} = \sum_{|i|=n} \text{tr} \mathcal{L}_{1,t}
$$

for every $n \geq 1$ and $t \in \mathbb{C}^\ell$ by the linearity of the trace.

Let us now compute $\text{tr} \mathcal{L}_{i,t}$ for fixed $i \in \Sigma_N$ and $t \in \mathbb{C}^\ell$. By Theorem 4(4) each $\phi_i^{(t)}$ has a unique fixed point $z_i^{(t)} \in \Omega_i$ and it follows directly that $z_1 := (z_1^{(t)}, \ldots, z_\ell^{(t)}) \in \Omega$ is the unique fixed point of $\phi_1$ in $\Omega$. Since $\langle A_{i}^{(t)} z_1^{(t)}, w_i \rangle = \lambda_1(A_{i}^{(t)})$ for each $i = 1, \ldots, \ell$ it follows easily that $\psi_{i,t}(z_1) = \prod_{i=1}^{\ell} \psi_{i,t}(z_1^{(t)}) = \prod_{i=1}^{\ell} \rho(A_{i}^{(t)}) t_i$.

By Theorem 4(4) the derivative $D_{z_i^{(t)}} \phi_i^{(t)}$ of $\phi_i^{(t)}$ at $z_i^{(t)}$ satisfies

$$
\det \left( I - D_{z_i^{(t)}} \phi_i^{(t)} \right) = \frac{p'_{A_{i}^{(t)}}(\lambda_1(A_{i}^{(t)}))}{\lambda_1(A_{i}^{(t)})^{d_{i+1}}}.
$$
where both sides of this expression are interpreted as 1 if \( d_i = 1 \), and since clearly
\[
D_z \phi_1 = D_z \phi_1^{(1)} \oplus \cdots \oplus D_z \phi_1^{(d)}
\]
we easily obtain
\[
\det (I - D_z \phi_1) = \prod_{i=1}^d \det \left( I - D_z \phi_1^{(i)} \right) = \prod_{i=1}^d \frac{p'_{A_i^{(i)}}(\lambda_1(A_i^{(i)}))}{\lambda_1(A_i^{(i)})^d - 1}.
\]

It follows by Theorem 9 that
\[
\text{tr} \mathcal{L}_t = \prod_{i=1}^d \lambda_1(A_i^{(i)})^{d_i - 1} \rho(A_i^{(i)})^{t_i}
\]
for every \( t = (t_1, \ldots, t_\ell) \in \mathbb{R}^\ell \) and every \( i \in \Sigma_N \), and combining (17) with (18) yields (12) which completes the proof of (ii).

The proof of (iii) requires some preparatory steps. For the remainder of the proof we fix \( t = (t_1, \ldots, t_\ell) \in \mathbb{R}^\ell \). We begin with the existence of the limit in (13). By Theorem 4(4) there exists \( \tau \in (0, 1] \) such that
\[
\tau \|A_i^{(i)}\| \cdot \|A_j^{(j)}\| \leq \|A_i^{(i)} A_j^{(j)}\| \leq \|A_i^{(i)}\| \cdot \|A_j^{(j)}\|
\]
for all \( i = 1, \ldots, \ell \) and \( i, j \in \Sigma_N \), which clearly implies
\[
\left\| A_j^{(j)} \right\|^{t_i} \geq \tau^{t_i} \left\| A_i^{(i)} \right\|^{t_i} \left\| A_j^{(j)} \right\|^{t_i}
\]
for all \( i, j \). The inequality
\[
\sum_{|i|=n+m} \prod_{i=1}^\ell \left\| A_i^{(i)} \right\|^{t_i} \leq \tau^{\sum_{i=1}^\ell |i|} \left( \sum_{|i|=n} \prod_{i=1}^\ell \left\| A_i^{(i)} \right\|^{t_i} \right)^{1 \over n}
\]
for all \( n, m \geq 1 \) follows, so by superadditivity the limit
\[
e^{\mathcal{D}(t)} := \lim_{n \to \infty} \left( \sum_{|i|=n} \prod_{i=1}^\ell \left\| A_i^{(i)} \right\|^{t_i} \right)^{1 \over n} = \sup_{n \geq 1} \left( \tau^{\sum_{i=1}^\ell |i|} \sum_{|i|=n} \prod_{i=1}^\ell \left\| A_i^{(i)} \right\|^{t_i} \right)^{1 \over n}
\]
is well-defined. We obtain in particular the inequality
\[
\sum_{|i|=n} \prod_{i=1}^\ell \left\| A_i^{(i)} \right\|^{t_i} \leq \tau^{- \sum_{i=1}^\ell |i|} e^{n \mathcal{D}(t)} \leq C_9^{\ell(t)} e^{n \mathcal{D}(t)}
\]
say, for all \( n \geq 1 \).

We next introduce a subset of \( \Omega \) which will be useful in describing the behaviour of the eigenfunctions of \( \mathcal{L}_t \). By Theorem 4(4) there exist for each \( i = 1, \ldots, \ell \) a metric \( d_i \) on \( \Omega \) which is equivalent to the standard metric and a real number \( \theta_i \in (0, 1) \) such that every \( \phi_1^{(i)} \) is a \( \theta_i \)-contraction with respect to \( d_i \). Clearly if \( d \) is the product metric derived from \( d_1, \ldots, d_\ell \) and \( \theta := \max_i \theta_i \) then every \( \phi_1 \) is a \( \theta \)-contraction on \( \Omega \) with respect to \( d \) and \( d \) is equivalent to the standard metric on \( \Omega \). It follows that \( \phi_1, \ldots, \phi_N \) defines an iterated function system on the compact set \( \Omega' := \bigcup_{1 \in \Sigma_N} \phi_1(\Omega) \) in the sense of Hutchinson [31] and therefore there exists a unique nonempty compact set \( \Lambda \subseteq \Omega' \) with the property \( \Lambda = \bigcup_{1 \in \Sigma_N} \phi_1(\Lambda) \). Clearly \( \Lambda = \bigcup_{|i|=n} \phi_i(\Lambda) \) for every \( n \geq 1 \) by a straightforward induction and it follows easily by contractivity that \( \Lambda = \bigcap_{n=1} \bigcup_{|i|=n} \phi_i(\Omega) \). On the other hand \( \phi_1, \ldots, \phi_N \) clearly also defines an iterated function system on \( \Omega' \cap \bigoplus_{i=1}^\ell \mathbb{R}^{d_i} \) since each map
$z_i \mapsto (A_i^{(1)} z, w_i)^{-1} A_i^{(1)} z_i$ obviously preserves $\Omega \cap \mathbb{R}^d$. There therefore exists a unique nonempty compact set $\Lambda' \subseteq \Omega' \cap \bigoplus_{i=1}^\ell \mathbb{R}^{d_i}$ with the same property $\Lambda' = \bigcup_{j=1}^N \phi_j(\Lambda')$.

By uniqueness we have $\Lambda = \Lambda'$ and we deduce that $\Lambda \subseteq \Omega \cap \bigoplus_{i=1}^\ell \mathbb{R}^{d_i}$.

We claim that $\Lambda$ has the following transitivity property: for every open set $U \subset \Omega$ having nonempty intersection with $\Lambda$ there exists $j \in \Sigma_N$ such that $\phi_j(\Omega) \subseteq U$. To demonstrate this choose $\omega \in U \cap \Lambda$ arbitrarily, let $\varepsilon > 0$ be small enough that the ball of centre $\omega$ and radius $\varepsilon$ in the metric $d$ is a subset of $U$, and let $n$ be large enough that $\theta^n \text{diam } \Omega < \varepsilon$ in the sense of the metric $d$. Since $\omega \in \Lambda = \bigcup_{|i|=n} \phi_i(\Lambda)$ there exists $j \in \Sigma_N$ with length $n$ such that $\omega \in \phi_j(\Lambda)$. Clearly $\omega \in \phi_j(\Omega)$ and every other point of $\phi_j(\Omega)$ is within distance $\theta^n \text{diam } \Omega < \varepsilon$ of $\omega$, so $\phi_j(\Omega)$ is contained in the $\varepsilon$-ball around $\omega$ and is therefore a subset of $U$ as required. The claim is proved.

We make one final preliminary claim: there exists $C_6 > 1$ such that for every $f \in \mathcal{A}^2(\Omega)$,

$$
\limsup_{n \to \infty} \sup_{z \in \Omega} e^{-n \rho(t)} \| (L_t^n f)(z) \| \leq C_6 \| f \|_{\mathcal{A}^2} \sup_{z \in \Lambda} |f(z)|.
$$

(20)

To prove the claim let $z_0 \in \Omega$ and $n \geq 1$ be arbitrary: we have

$$
e^{-n \rho(t)} \| (L_t^n f) (z_0) \| = e^{-n \rho(t)} \left| \sum_{|i|=n} \psi_{1,t}(z_0) f(\phi_i(z_0)) \right|
$$

$$
\leq C_2 \| f \|_{\mathcal{A}^2} \sum_{|i|=n} \left( \prod_{i=1}^\ell \| A_i^{(1)} \|^{t_i} \right) |f(\phi_i(z_0))|
$$

$$
\leq C_2 \| f \|_{\mathcal{A}^2} C_5 \sup_{z \in \bigcup_{|i|=n} \phi_i(\Omega)} |f(z)|
$$

using (15) and (19) and the result follows easily since $\Lambda = \bigcap_{n=1}^\infty \bigcup_{|i|=n} \phi_i(\Omega)$. We observe immediately that $\rho(L_t) \leq e^{\rho(t)}$ since obviously (20) prevents $L_t$ from having an eigenfunction which corresponds to an eigenvalue of modulus strictly greater than $e^{\rho(t)}$. We also observe that as a consequence of (20) an eigenfunction of $L_t$ with eigenvalue of modulus $e^{\rho(t)}$ cannot vanish identically on $\Lambda$.

In order to apply Theorem 10 we wish to study the action of $L_t$ on a real Hilbert space. Let us define

$$
\mathcal{H} := \left\{ f \in \mathcal{A}^2(\Omega) : f(z) \in \mathbb{R} \text{ for all } z \in \Omega \cap \bigoplus_{i=1}^\ell \mathbb{R}^{d_i} \right\}
$$

and note that $\mathcal{H}$ is a closed subset of $\mathcal{A}^2(\Omega)$ as a consequence of Lemma 4.1. It is clear that $\mathcal{H}$ is also a real Hilbert space when equipped with the norm $\| \cdot \|_{\mathcal{A}^2(\Omega)}$. We observe that the complexification $\mathcal{H}^C$ is precisely $\mathcal{A}^2(\Omega)$. Indeed, since $z \in \Omega$ if and only if $z^* \in \Omega$ by Theorem 4, for every $f \in \mathcal{A}^2(\Omega) \setminus \mathbb{R}$ the holomorphic function $f^*$ defined by $f^*(z) := f(z^*)^*$ is also an element of $\mathcal{A}^2(\Omega)$; thus every $f \in \mathcal{A}^2(\Omega)$ can be written as $f = \frac{1}{2} (f + f^*) + \frac{i}{2} (f - f^*) = g + ih$, say, where $f, g \in \mathcal{H}$. This decomposition is moreover unique since if $g + ih$ is the zero function with $g, h \in \mathcal{H}$ then $g$ and $h$ are identically zero on $\Omega \cap \bigoplus_{i=1}^\ell \mathbb{R}^{d_i}$, hence all of their derivatives vanish there, hence they are zero on every connected component of $\Omega$ which intersects $\bigoplus_{i=1}^\ell \mathbb{R}^{d_i}$, hence they are zero throughout $\Omega$ by Theorem 4(4).

We wish to apply Theorem 10 in order to study the spectrum of $L_t$ on $\mathcal{H}$ and hence on its complexification $\mathcal{A}^2(\Omega)$. The natural mechanism for doing this is to
consider the cone of elements of $\mathcal{H}$ which are non-negative on a convenient compact subset such as $\bigcup_{j=1}^{N} \phi_j(\Omega) \cap \bigoplus_{i=1}^{t} \mathbb{R}^{d_i}$ and show that every nonzero element of the cone is eventually mapped to an interior point (which is precisely a function which is positive throughout the compact subset) by some power of $\mathcal{L}_t$. However, in the full generality of Theorem 2 it is possible that $\phi_1(\Omega)$ may be extremely small, indeed even a singleton set. In such cases it is not necessarily the case that every nonzero holomorphic function on $\Omega$ is eventually mapped to a function which is positive on a prescribed set and Theorem 10 may not be directly applicable. To resolve this issue we will pass to a suitable quotient Hilbert space.

It is clear from the definition of $\psi_{j,t}$ and $\phi_j$ that $(\mathcal{L}_t f)(z)$ is real when $f \in \mathcal{H}$ and $z \in \Omega \cap \bigoplus_{i=1}^{t} \mathbb{R}^{d_i}$, so $\mathcal{L}_t$ acts on $\mathcal{H}$. Define $\mathcal{Z} := \{ f \in \mathcal{H} : f(z) = 0 \text{ for all } z \in \Lambda \}$ and note that $\mathcal{Z}$ is a vector subspace of $\mathcal{H}$ and is closed as a consequence of Lemma 4.1. We observe that by similar reasoning $\mathcal{L}_t$ preserves the subspace $\mathcal{Z}$. The quotient space $\mathcal{H}/\mathcal{Z}$ is a Hilbert space when equipped with norm $\|f\|_{\mathcal{H}/\mathcal{Z}} := \inf\{\|f - g\|_{\mathcal{H}(\Omega)} : g \in \mathcal{Z}\}$, being isometrically isomorphic to the orthogonal complement of $\mathcal{Z}$ in $\mathcal{H}$. It is not difficult to see that the operator $\mathcal{L}_t$ induces a compact operator on the real Hilbert space $\mathcal{H}/\mathcal{Z}$ which we also denote by $\mathcal{L}_t$.

We observe that for each $z \in \Lambda$ the functional $[f] \mapsto f(z)$ is a well-defined continuous linear functional $\mathcal{H}/\mathcal{Z} \to \mathbb{R}$. Indeed, if $[f] \in \mathcal{H}/\mathcal{Z}$ and $g \in \mathcal{Z}$ then we have $f(z) = (f + g)(z)$ and

$$|f(z)| = |(f + g)(z)| \leq C_\Lambda \|f + g\|_{\mathcal{H}(\Omega)}$$

where $C_\Lambda > 0$ is the constant given by Lemma 4.1 in respect of the nonempty compact set $\Lambda$. In particular $f(z)$ is independent of the choice of representative $f \in [f]$ and

$$(21) \quad |f(z)| \leq C_\Lambda \inf\{\|f + g\|_{\mathcal{H}(\Omega)} : g \in \mathcal{Z}\} = C_\Lambda \|f\|_{\mathcal{H}/\mathcal{Z}}$$

so that the functional $[f] \mapsto f(z)$ is continuous as claimed. Now define

$$\mathcal{C} := \{ [f] \in \mathcal{H}/\mathcal{Z} : f(z) \geq 0 \text{ for all } z \in \Lambda \} = \bigcap_{z \in \Lambda} \{ [f] \in \mathcal{H}/\mathcal{Z} : f(z) \geq 0 \}.$$

This set is clearly well-defined, positively homogenous, convex, and closed. If $[f] \in \mathcal{C} \cap -\mathcal{C}$ then $f(z) = 0$ for all $z \in \Lambda$ so that $f \in \mathcal{Z}$ and therefore the only element of $\mathcal{C} \cap -\mathcal{C}$ is $[0]$. Since the function $[f] \mapsto \inf_{z \in \Lambda} f(z)$ is continuous as a consequence of (21) it is not difficult to see that $[f] \in \mathcal{H}/\mathcal{Z}$ is an interior point of $\mathcal{C}$ if and only if $\inf_{z \in \Lambda} f(z) > 0$. In particular the set $\mathcal{C}$ satisfies conditions (i)--(iii) of Theorem 10. We observe also that $\mathcal{L}_t \mathcal{C} \subseteq \mathcal{C}$ since by construction each $\psi_{j,t}$ is positive on $\Omega \cap \bigoplus_{i=1}^{t} \mathbb{R}^{d_i}$ and in particular on $\Lambda$.

In order to be able to apply Theorem 10 we must show that for every $[f] \in \mathcal{C}$ with $[f] \neq [0]$ there exists $n \geq 1$ such that $\inf_{z \in \Lambda} (\mathcal{L}_t^n f)(z) > 0$. Given $[f] \in \mathcal{C}$ with $[f] \neq [0]$ there necessarily exists $z_0 \in \Lambda$ such that $f(z_0) > 0$ and hence there exists an open set $U \subset \Omega$ intersecting $\Lambda$ such that $f(z) > 0$ for all $z \in U \cap \Lambda$. By the transitivity property of $\Lambda$ remarked earlier there exists a word $j \in \Sigma_N$ with some length $n$ such that $\phi_j(\Omega) \subset U$, so in particular $\phi_j(\Lambda) \subset U \cap \Lambda$ and therefore $f(\phi_j(z)) > 0$ for all $z \in \Lambda$. Hence

$$(\mathcal{L}_t^n f)(z) = \sum_{|\lambda|=n} \psi_{j,t}(z) f(\phi_1(z)) \geq \psi_{j,t}(z) f(\phi_1(z)) > 0$$

for all $z \in \Lambda$ since each $\psi_{j,t}$ is real and positive throughout $\Lambda$, each $f \circ \phi_1$ is real and non-negative throughout $\Lambda$, and $f \circ \phi_1$ is real and positive throughout $\Lambda$. We have obtained $\inf_{z \in \Lambda} (\mathcal{L}_t^n f)(z) > 0$ and therefore $[\mathcal{L}_t^n f] \in \mathcal{C}$ as required.
We may now apply Theorem 10 to the action of \( L_t \) on \( \mathcal{H}/\mathcal{Z} \). By that theorem the spectral radius \( R \) of \( L_t \) on \( \mathcal{H}/\mathcal{Z} \) is positive and there exists \( [\xi_t] \in \text{Int} \mathcal{C} \) such that \([L_t][\xi_t] = R[\xi_t]\). Now let \( z_0 \in \Lambda \) be arbitrary. It follows from (14) that

\[
C_1^\ell \prod_{i=1}^\ell \left\| A_i^{(i)} \right\| \leq \psi_{1,t}(z_0) \leq C_2^\ell \prod_{i=1}^\ell \left\| A_i^{(i)} \right\|
\]

for every \( i \in \Sigma_N^s \), so

\[
(L_t^n \xi_t)(z_0) = \sum_{|i|=n} \psi_{1,t}(z_0) \xi_t(\phi_i(z_0)) \geq C_1^\ell \prod_{i=1}^\ell \left\| A_i^{(i)} \right\| \left( \inf_{z \in \Lambda} \xi_t(z) \right)
\]

and in a similar fashion

\[
(L_t^n \xi_t)(z_0) \leq C_2^\ell \prod_{i=1}^\ell \left\| A_i^{(i)} \right\| \left( \sup_{z \in \Lambda} \xi_t(z) \right)
\]

Since \([L_t^n][\xi] = R^n[\xi_t]\) and the function \([f] \mapsto f(z_0)\) is continuous, the left-hand side of each of the last two displayed equations is simply \( R^n \xi_t(z_0) > 0 \). Taking the power \( 1/n \) and letting \( n \to \infty \) it follows that \( R = e^{\rho(t)} \), and we previously observed that \( e^{\rho(t)} \geq \rho(L_t) \). On the other hand it is clear that necessarily \( \rho(L_t) \geq \lim_{n \to \infty} |(L_t^n \xi_t)(z_0)|^{1/n} = R \) and we conclude that \( R = e^{\rho(t)} = \rho(L_t) \).

If an eigenvalue of \( L_t \) acting on \( \mathcal{A}^2(\Omega) \) has absolute value \( \rho(L_t) \) then by (20) its corresponding eigenfunction \( \eta_t \) cannot be identically zero on \( \Lambda \). Consequently \([\eta_t] \neq [0]\) and therefore \([\eta_t]\) is an eigenfunction of \( L_t \) on \( \mathcal{H}/\mathcal{Z} \) (or its complexification) with the same eigenvalue. But by Theorem 10 this is only possible if the eigenvalue is \( \rho(L_t) \) itself, and we conclude that \( \rho(L_t) \) is the only eigenvalue of \( L_t \) on \( \mathcal{A}^2(\Omega) \) which has maximum modulus. Moreover this eigenvalue is simple: if two linearly independent eigenfunctions \( \xi_t^1, \xi_t^2 \in \mathcal{A}^2(\Omega) \) exist then by (20) neither function can be identically zero on \( \Lambda \); by multiplying each by a complex unit if necessary, we may assume that each takes a nonzero real value somewhere on \( \Lambda \); and replacing \( \xi_t^1 \) and \( \xi_t^2 \) with the functions \( \xi_t^1 + (\xi_t^1)^* \) and \( \xi_t + (\xi_t^2)^* \) if necessary we may assume that \( \xi_t^1, \xi_t^2 \in \mathcal{H} \) and \([\xi_t^1], [\xi_t^2] \neq [0]\). Since \( L_t \) acting on \( \mathcal{H}/\mathcal{Z} \) has a simple eigenvalue at \( e^{\rho(t)} \) by Theorem 10, the equivalence classes \([\xi_t^1] \) and \([\xi_t^2] \) must be exact, nonzero scalar multiples of one another. This is precisely to say that some linear combination of \( \xi_t^1 \) and \( \xi_t^2 \) vanishes identically on \( \Lambda \) but is not the zero element of \( \mathcal{H} \); but since that linear combination is an eigenfunction with eigenvalue \( e^{\rho(t)} \) this contradicts (20).

To complete the proof it remains only to show that \( \rho(L_t) \) is an algebraically simple eigenvalue. Let \( \xi_t \in \mathcal{A}^2(\Omega) \) be an eigenfunction corresponding to this eigenvalue and observe that by (20) \( \xi_t \) is not identically zero on \( \Lambda \). If \( e^{\rho(t)} \) is not algebraically simple, there exists nonzero \( \eta_t \in \mathcal{A}^2(\Omega) \) such that \( L_t \eta_t = e^{\rho(t)}(\eta_t + \xi_t) \) and therefore \( L_t^n \eta_t = e^{n\rho(t)}(\eta_t + n\xi_t) \) for every \( n \geq 1 \), but this is only compatible with (20) if \( \xi_t \) is identically zero on \( \Lambda \), a contradiction. The proof is complete.

\[\Box\]

6. Proof of Theorem 2

Before starting the proof of Theorem 2 we require two preliminary lemmas, one concerning the behaviour of the leading eigenvalue of the operator \( L_t \) of Theorems 3 and 11 and one an abstract result concerning sequences of implicit functions in two complex variables.
Lemma 6.1. Let \((A_1, \ldots, A_N) \in M_d(\mathbb{R})^N\) be \(k\)- and \((k + 1)\)-multipositive with \(N, d \geq 2\) and \(0 \leq k < d\), and for each \(s \in \mathbb{C}\) let \(L_s : \mathcal{H} \to \mathcal{H}\) be as given by Theorem 3. Define

\[
p(s) := \log \rho(L_s) = \lim_{n \to \infty} \frac{1}{n} \log \left( \sum_{|i|=n} \|A_i^k\|^{k+1-s}\|A_i^{(k+1)}\|^{-s}\right)
\]

for all \(s \in \mathbb{R}\). Then \(p : \mathbb{R} \to \mathbb{R}\) is convex. If additionally there exists a norm \(\|\cdot\|\) on \(\mathbb{R}^d\) with respect to which \(\max_{1 \leq i \leq N} \|A_i\| < 1\), then there exists \(c > 0\) such that

\[
\frac{p(s_2) - p(s_1)}{s_2 - s_1} \leq -c < 0
\]

for all pairs of distinct points \(s_1, s_2 \in \mathbb{R}\).

Proof. If \(s_1, s_2 \in \mathbb{R}\), \(\lambda \in (0, 1)\) and \(n \geq 1\), then

\[
\sum_{|i|=n} \|A_i^k\|^{k+1-\lambda s_1-(1-\lambda)s_2}\|A_i^{(k+1)}\|^{\lambda s_1+(1-\lambda)s_2-k} = \sum_{|i|=n} \left(\|A_i^k\|^{k+1-s_1}\|A_i^{(k+1)}\|^{s_1-k}\right)^\lambda \left(\|A_i^k\|^{k+1-s_2}\|A_i^{(k+1)}\|^{s_2-k}\right)^{1-\lambda} \leq \left( \sum_{|i|=n} \|A_i^k\|^{k+1-s_1}\|A_i^{(k+1)}\|^{s_1-k}\right)^\lambda \left( \sum_{|i|=n} \|A_i^k\|^{k+1-s_2}\|A_i^{(k+1)}\|^{s_2-k}\right)^{1-\lambda}
\]

using Hölder’s inequality with \(p = 1/\lambda\) and \(q = 1/(1 - \lambda)\). Taking \(n\)th roots and letting \(n \to \infty\) it follows directly that \(\rho(L_{s_1+(1-\lambda)s_2}) \leq \rho(L_{\lambda})\rho(L_{s_2})^{1-\lambda}\) and the convexity of \(p\) follows by taking logarithms.

To complete the proof suppose that there exists a norm \(\|\cdot\|\) on \(\mathbb{R}^d\) with respect to which \(\max_{1 \leq i \leq N} \|A_i\| < 1\), and choose \(C > 0\) such that \(B \leq C\|B\|\) for all \(B \in M_d(\mathbb{R})\). Observe that in particular \(\sigma_{k+1}(A_i) \leq \sigma_k(A_i) = \|A_i\| \leq C\|A_i\|\) for all \(i \in \Sigma_N\). If \(s_1 < s_2 \in \mathbb{R}\) and \(n \geq 1\), then

\[
\sum_{|i|=n} \|A_i^k\|^{k+1-s_2}\|A_i^{(k+1)}\|^{s_2-k} = \sum_{|i|=n} \sigma_k(A_i)^{s_2-s_1} \leq \left( \max_C\|A_i\|\right)^{s_2-s_1} \sum_{|i|=n} \sigma_k(A_i)^{s_2-s_1} \leq C^{s_2-s_1} \left( \max_C\|A_i\|\right)^{n(s_2-s_1)} \sum_{|i|=n} \|A_i^k\|^{k+1-s_1}\|A_i^{(k+1)}\|^{s_1-k}
\]
so that by taking the \( n \)th root and letting \( n \to \infty \) we obtain
\[
\rho(\mathcal{L}_n) \leq \left( \max_{1 \leq i \leq N} \| A_i \| \right)^{s_2-s_1} \rho(\mathcal{L}_1)
\]
for all such \( s_1 \) and \( s_2 \). Taking logarithms and rearranging yields the claim with \( c := -\log \max_{1 \leq i \leq N} \| A_i \| > 0 \).

Similarly to §4 we shall say that \( X_1 \) is compactly contained in \( X_2 \) if the closure of \( X_1 \) is a compact subset of the interior of \( X_2 \), and express this relation with the notation \( X_1 \subset X_2 \).

**Lemma 6.2.** Let \( D_1, D_2 \subset \mathbb{C} \) be open discs, let \( f_n : D_1 \times D_2 \to \mathbb{C} \) be a bounded holomorphic function for each \( n \geq 1 \), and let \( f : D_1 \times D_2 \to \mathbb{C} \) be bounded and holomorphic. Suppose that there exists a holomorphic function \( g : D_1 \to D_2 \) such that for all \( s \in D_1 \), \( g(s) \) is a simple zero of the function \( z \mapsto f(s, z) \) and is the unique zero of that function in \( D_2 \). Suppose also that
\[
\lim_{n \to \infty} \sup_{s \in D_1} \sup_{z \in D_2} |f_n(s, z) - f(s, z)| = 0.
\]

Let \( D'_1 \) be any open disc which is compactly contained in \( D_1 \). Then there exist a disc \( D'_2 \subset D_2 \), which may be chosen concentric with \( D_2 \) and with radius arbitrarily close to that of \( D_3 \), an integer \( n_0 \geq 1 \) and holomorphic functions \( g_n : D'_1 \to D'_2 \) defined for all \( n \geq n_0 \) such that:

(i) For all \( n \geq n_0 \) and \( s \in D'_1 \), \( g_n(s) \) is a simple zero of \( z \mapsto f_n(s, z) \) and is the unique zero of that function in \( D'_2 \).

(ii) For every integer \( \ell \geq 0 \) there exists \( C_\ell > 0 \) such that
\[
\sup_{s \in D'_1} |g_n^{(\ell)}(s) - g^{(\ell)}(s)| \leq C_\ell \sup_{s \in D_1} \sup_{z \in D_2} |f_n(s, z) - f(s, z)|
\]
for all \( n \geq n_0 \), where \( h^{(\ell)} \) denotes the \( \ell \)th derivative of the function \( h \).

**Proof.** Throughout the proof let \( D_3 \) be an open disc such that \( D'_1 \subset D_3 \subset D_1 \). By compactness and continuity we have \( g(\overline{D_3}) \subset D_2 \). Let \( D'_2 \subset D_2 \) be any disc which is concentric with \( D_2 \) and has radius large enough that \( g(\overline{D_3}) \subset D'_2 \). By compactness and continuity we obtain
\[
\inf_{s \in D_3} \inf_{z \in \partial D'_2} |f(s, z)| > 0
\]
and hence by uniform convergence there exists \( n_1 \geq 1 \) such that for all \( n \geq n_1 \)
\[
\sup_{s \in D_1} \sup_{z \in \partial D'_2} |f(s, z) - f_n(s, z)| < \inf_{s \in D_3} \inf_{z \in \partial D'_2} |f(s, z)|.
\]
It follows by Rouche’s theorem that for every \( s \in \overline{D_3} \) and \( n \geq n_1 \) there exists a unique zero \( g_n(s) \) of the function \( z \mapsto f_n(s, z) \) in \( D'_2 \) and this zero is simple. Since each \( f_n \) is holomorphic it follows by the holomorphic implicit function theorem (see e.g. [26, p. 34]) that each \( g_n : \overline{D_3} \to D'_2 \) is holomorphic on \( D_3 \).

We claim now that
\[
\lim_{n \to \infty} \sup_{s \in \overline{D_3}} |g_n(s) - g(s)| = 0.
\]
Indeed, let \( \varepsilon > 0 \) be any number which is small enough that for every \( s \in \overline{D_3} \) the closed \( \varepsilon \)-ball centred at \( g(s) \) is a subset of \( D'_2 \). By compactness and the absence of zeros of \( z \mapsto f(s, z) \) in \( D_2 \setminus \{ g(s) \} \) we have
\[
\inf_{s \in \overline{D_3}} \inf_{|z-g(s)|=\varepsilon} |f(s, z)| > 0
\]
so that in the same manner if \( n \) is large enough
\[
\sup_{s \in D_3} \sup_{|z-g(s)|=\varepsilon} |f(s, z) - f_n(s, z)| < \inf_{s \in D_3} \inf_{|z-g(s)|=\varepsilon} |f(s, z)|.
\]

Applying Rouché’s theorem again it follows that if \( n \) is sufficiently large then for all \( s \in D_3 \) there is a unique zero of the function \( z \mapsto f_n(s, z) \) in the region \( 0 \leq |z - g(s)| < \varepsilon \). This zero belongs to \( D_2' \) and hence is necessarily equal to \( g_n(s) \), and we therefore have \( \sup_{s \in D_3} |g_n(s) - g(s)| \leq \varepsilon \). Since \( \varepsilon \) was arbitrary we conclude that
\[
\lim_{n \to \infty} \sup_{s \in D_3} |g_n(s) - g(s)| = 0
\]
as claimed.

For each \( s \in D_1 \) the value \( g(s) \) is a simple zero of the function \( z \mapsto f(s, z) \), so we have \( \frac{\partial f}{\partial z}(s, g(s)) \neq 0 \) for all \( s \in D_1 \). Define
\[
c := \inf_{s \in D_3} \left| \frac{\partial f}{\partial z}(s, g(s)) \right| > 0.
\]
Since \( g(\overline{D_3}) \subseteq D_2' \subseteq D_2 \) we may choose \( \tau > 0 \) small enough that for every \( z \in \partial D_2' \) the closed ball of radius \( 2\tau \) centred at \( z \) is a subset of \( D_2 \) which does not intersect \( g(\overline{D_3}) \). Using (22) take \( n_2 \geq n_1 \) large enough that
\[
\sup_{s \in D_3} |g_n(s) - g(s)| < \tau
\]
for all \( n \geq n_2 \). Observe that if \( s \in D_3 \) and \( n \geq n_2 \) then \( |g_n(s) - g(s)| < \tau \) and \( |g(s) - \omega| > 2\tau \) and therefore \( |g_n(s) - \omega| > \tau \) for all \( \omega \in \partial D_2' \). Using Cauchy’s integral formula, for any two distinct points \( z_1, z_2 \in D_2' \) we have
\[
\frac{f(s, z_1) - f(s, z_2)}{z_1 - z_2} - \frac{\partial f}{\partial z}(s, z_2)
= \frac{1}{2\pi i} \int_{\partial D_2'} \frac{f(s, \omega)}{(z_1 - z_2)(\omega - z_1) - (z_1 - z_2)(\omega - z_2)(\omega - z_1)} d\omega
= \frac{1}{2\pi i} \int_{\partial D_2'} \frac{f(s, \omega)((\omega - z_1)^2 - (\omega - z_1)(\omega - z_2) - (z_1 - z_2)(\omega - z_1))}{(z_1 - z_2)(\omega - z_1)(\omega - z_2)^2} d\omega
= \frac{1}{2\pi i} \int_{\partial D_2'} \frac{f(s, \omega)(z_1^2 - 2z_1z_2 + z_2^2)}{(z_1 - z_2)(\omega - z_1)(\omega - z_2)^2} d\omega
= \frac{1}{2\pi i} \int_{\partial D_2'} \frac{f(s, \omega)(z_1z_2)}{(\omega - z_1)(\omega - z_2)^2} d\omega.
\]
Hence if \( s \in D_3 \), \( n \geq n_2 \) and \( g_n(s) \neq g(s) \), then since \( g(s), g_n(s) \in D_2' \)
\[
\left| \frac{f(s, g_n(s)) - f(s, g(s))}{g_n(s) - g(s)} - \frac{\partial f}{\partial z}(s, g(s)) \right| \leq \frac{R|g_n(s) - g(s)|}{\tau^3} \cdot \sup_{t \in D_1} \sup_{z \in D_2} |f(t, z)|
\]
where \( R \) denotes the radius of \( D_2' \). Now take \( n_3 \geq n_2 \) large enough that additionally
\[
\left( \sup_{s \in D_3} |g_n(s) - g(s)| \right) \left( \frac{R}{\tau^3} \sup_{s \in D_1} \sup_{z \in D_2} |f(s, z)| \right) < \frac{c}{2}.
\]
If \( n \geq n_3 \), \( s \in \overline{D_3} \) and \( g_n(s) \neq g(s) \), then since \( f_n(s, g_n(s)) = 0 = f(s, g(s)) \) we have
\[
\frac{f(s, g_n(s)) - f_n(s, g_n(s))}{g_n(s) - g(s)} = \frac{f(s, g_n(s)) - f(s, g(s))}{g_n(s) - g(s)}
\]
\[
\geq \left| \frac{\partial f}{\partial z}(s, g(s)) \right| - \left| \frac{f(s, g_n(s)) - f(s, g(s))}{g_n(s) - g(s)} - \frac{\partial f}{\partial z}(s, g(s)) \right| > \frac{c}{2}
\]

It follows that when \( n \geq n_3 \)
\[
\sup_{s \in \overline{D_3}} |g_n(s) - g(s)| \leq \frac{2}{c} \sup_{s \in \overline{D_3}} \sup_{z \in D_2} |f_n(s, z) - f(s, z)|.
\]
To complete the proof of the lemma let \( \delta > 0 \) be small enough that for every \( s \in D'_1 \) the closed \( \delta \)-ball centred at \( s \) is a subset of \( D_3 \). By the Cauchy integral formula we have for each integer \( \ell \geq 0 \) and every \( n \geq n_3 \)
\[
\sup_{s \in D'_1} |g_n^{(\ell)}(s) - g^{(\ell)}(s)| \leq \sup_{s \in D'_1} \frac{\ell!}{2\pi i} \int_{|t-s|=\delta} \frac{g_n(t) - g(t)}{(t-s)^{\ell+1}} dt
\]
\[
\leq \delta^{-\ell} \ell! \sup_{s \in \overline{D_3}} |g_n(s) - g(s)|
\]
\[
\leq \frac{2\ell!}{c\delta^\ell} \sup_{s \in D_1} \sup_{z \in D_2} |f_n(s, z) - f(s, z)|
\]
as required. The proof is complete. \( \square \)

**Proof of Theorem 2.** Let \((A_1, \ldots, A_N) \in M_d(\mathbb{R})^N\) be \(k\)- and \((k+1)\)-multipositive where \(N, d \geq 2\) and \(0 \leq k < d\). For all \(s \in \mathbb{C}\) let \( \mathcal{L}_s : \mathcal{H} \to \mathcal{H} \) be as given by Theorem 3. Let \( t_n(s) \) and \( a_n(s) \) be as defined in the statement of Theorem 2. We claim that there exist \( \tilde{K}, \tilde{\gamma}, \kappa > 0 \) such that
\[
|a_n(s)| \leq \tilde{K}^n e^{n|s|} \exp(-\tilde{\gamma} n^\alpha)
\]
for all \( n \geq 1 \) and \( s \in \mathbb{C} \), where \( \tilde{K}, \tilde{\gamma} \) and \( \kappa \) do not depend on \( s \) or \( n \) and where
\[
\alpha := \frac{(d+1)}{(k+1)} - 1 = \frac{1}{(k)} + \frac{d}{(k+1)} - 2.
\]
By Theorem 3 there exist constants \( C, \gamma, \kappa > 0 \) such that
\[
\mathfrak{g}_n(\mathcal{L}_s) \leq C \exp(\kappa |s| - \gamma n^\beta)
\]
for all \( n \geq 1 \) and \( s \in \mathbb{C} \) where \( \beta := ((d+1)/(k+1))^{-1} = \alpha - 1 \), and \( \mathcal{L}_s \) is trace-class with \( \text{tr} \mathcal{L}_s^n = t_n(s) \) for all \( s \in \mathbb{C} \). By Theorem 6 we have
\[
|a_n(s)| \leq \sum_{i_1 < \cdots < i_n} \mathfrak{g}_{i_1}(\mathcal{L}_{s}) \cdots \mathfrak{g}_{i_n}(\mathcal{L}_{s})
\]
for all \( n \geq 1 \). In order to proceed further we require two elementary inequalities. We first note that for every integer \( m \geq 2 \)
\[
\sum_{\ell=m}^{\infty} e^{-\ell^\beta} \leq \int_{m-1}^{\infty} e^{-\ell^\beta} d\ell = \frac{1}{\beta} \int_{m-1}^{\infty} u^{\frac{1}{\beta}-1} e^{-\gamma u} du
\]
\[
\leq \frac{K}{\beta} \int_{(m-1)^\beta}^{\infty} e^{-\frac{2K}{\beta\gamma} u} du \leq \frac{2K}{\beta\gamma} e^{-\frac{2K}{\beta\gamma}(m-1)^\beta} \leq \frac{2K}{\beta\gamma} e^{-\frac{2K}{2\pi\gamma} m^\beta}
\]
where \( K := \sup \{ x^{\frac{1}{p}} e^{-\gamma x^2} : x \geq \frac{1}{2} \} > 0 \) depends only on \( \beta \) and \( \gamma \), and by increasing \( K \) if necessary we have \( \sum_{\ell=0}^{\infty} e^{-\gamma \ell^\beta} \leq \frac{2K}{\beta \gamma} e^{-\frac{\gamma}{2(1+\beta)}} \) also for \( m = 1 \). Secondly we notice that

\[
\sum_{\ell=1}^{m} \ell^\beta \geq \int_{0}^{m} t^\beta \, dt = \frac{m^{1+\beta}}{1+\beta}
\]

for all integers \( m \geq 1 \) since the series is an upper Riemann sum for the integral. Combining (24), (25), (26) and (27) we may now obtain

\[
|a_n(s)| \leq \sum_{i_1 < \cdots < i_n} \prod_{\ell=1}^{n} C \exp(\kappa |s| - \gamma \ell^\beta) \\
= (Ce^{\kappa |s|})^{n} \sum_{i_1 < \cdots < i_n} \exp\left( -\gamma \left( i_1^\beta + \cdots + i_n^\beta \right) \right) \\
\leq (Ce^{\kappa |s|})^{n} \prod_{m=1}^{\infty} \left( \sum_{\ell=m}^{\infty} \exp\left( -\gamma \ell^\beta \right) \right) \\
= \left( \frac{2KC e^{\kappa |s|}}{\beta \gamma} \right)^{n} \prod_{m=1}^{\infty} \left( \frac{1}{2(1+\beta)} m^\beta \right) \\
\leq \left( \frac{2KC e^{\kappa |s|}}{\beta \gamma} \right)^{n} \exp\left( -\frac{\gamma}{(1+\beta)2^{1+\beta}} n^{1+\beta} \right)
\]

which establishes the claimed inequality (23) with \( \tilde{\gamma} := \gamma/(2^{1+\beta}(1+\beta)) \) and \( \tilde{K} := 2KC/\beta \gamma \).

Now define a function \( d_n : \mathbb{C}^2 \to \mathbb{C} \) for each \( n \geq 1 \) by \( d_n(s,z) := \sum_{m=0}^{n} a_m(s) z^m \), and define also \( d_\infty(s,z) := \sum_{m=0}^{\infty} a_m(s) z^m \), the convergence of the series being guaranteed by (23). As a consequence of (23) it is clear that

\[
|d_n(s,z) - d_\infty(s,z)| = \left| \sum_{m=n+1}^{\infty} a_m(s) z^m \right| = O\left( \exp\left( -\frac{\tilde{\gamma}}{2} n^\alpha \right) \right)
\]

uniformly on compact subsets of \( \mathbb{C}^2 \). It is clear by inspection that each \( d_n \) is holomorphic, and using the convergence of \( d_n \) to \( d_\infty \) uniformly on compact sets together with Cauchy’s theorem and Morera’s theorem it follows easily that \( d_\infty : \mathbb{C}^2 \to \mathbb{C} \) is holomorphic. By Theorem 6 we have \( d_\infty(s,z) = \det(I - z L_s) \) for every \( (s,z) \in \mathbb{C}^2 \). In particular for every \( s \in \mathbb{C} \) the zeros of \( z \mapsto d_\infty(s,z) \) are precisely the reciprocals of the nonzero eigenvalues of \( L_s \), with the degree of each zero being equal to the algebraic multiplicity of the corresponding eigenvalue.

For each \( s \in \mathbb{R} \) define \( r_\infty(s) := p(L_s)^{-1} \in (0, +\infty) \). We observe that \( p(s) = -\log r_\infty(s) \) is a continuous function of \( s \) by Lemma 6.1 since it is a convex function of \( s \in \mathbb{R} \), so \( r_\infty(s) : \mathbb{R} \to (0, +\infty) \) is continuous. By the combination of Theorem 3 and Theorem 6, for each \( s \in \mathbb{R} \) the function \( z \mapsto d_\infty(s,z) \) has a simple zero at \( r_\infty(s) \) and has no zeroes with equal or smaller absolute value. We claim that there exist \( n_0 \geq 1 \), an open set \( U \subset \mathbb{C} \) containing \([k,k+1]\), a holomorphic extension of \( r_\infty|_{[k,k+1]} \) to \( U \) and a sequence of holomorphic functions \( r_n : U \to \mathbb{C} \) defined for all \( n \geq n_0 \) such
that

\[ (29) \quad \sup_{s \in U} |r_n^{(\ell)}(s) - r_\infty^{(\ell)}(s)| = O \left( \exp \left( -\frac{\gamma}{2} n^\alpha \right) \right) \]

for all integers \( \ell \geq 0 \) and such that for all \( n \geq n_0 \) and \( s \in [k, k+1] \), \( r_n(s) \) is the smallest positive real number \( x \) such that \( d_n(s,x) = 0 \).

To prove the claim it is clearly sufficient, by the compactness of \([k, k+1]\), to show that every \( s_0 \in [k, k+1] \) admits an open neighbourhood \( U(s_0) \) such that \( r_\infty \) extends holomorphically from \( U(s_0) \cap [k, k+1] \) to all of \( U(s_0) \), such that there exists a sequence of functions \( r_n : U(s_0) \to \mathbb{C} \) defined for all large enough \( n \) such that for all \( s \in [k, k+1] \cap U(s_0) \), \( r_n(s) \) is the smallest positive real number \( x \) such that \( d_n(s,x) = 0 \), and such that

\[ \sup_{s \in U(s_0)} |r_n^{(\ell)}(s) - r_\infty^{(\ell)}(s)| = O \left( \exp \left( -\frac{\gamma}{2} n^\alpha \right) \right) \]

for all integers \( \ell \geq 0 \). The open set \( U \) can then be taken equal to the union of a finite cover of \([k, k+1]\) by different sets \( U(s) \), and the characterisation of \( r_n(s) \) as the smallest positive root of \( d_n(s,x) = 0 \) ensures that for each \( n \) the local functions \( r_n : U(s) \to \mathbb{C} \) extend consistently to a single well-defined function \( r_n : U \to \mathbb{C} \).

Let us therefore prove this local version of the preceding claim. Fix \( s_0 \in [k, k+1] \). Since \( z \mapsto d_\infty(s_0, z) \) has a unique zero in the closed disc with centre \( 0 \) and radius \( r_\infty(s_0) \), and all of its zeros are isolated, we may choose an open disc \( D_2(s_0) \) with centre \( z_0 \in \mathbb{R} \) and radius \( R > 0 \) such that \([0, r_\infty(s_0)] \subset D_2(s_0) \) and such that the \( \overline{D_2(s_0)} \) contains no other zeros of \( z \mapsto d_\infty(s_0, z) \). A simple argument using compactness shows that we may choose a small open disc \( D_1(s_0) \) centred at \( s_0 \) such that

\[ \sup_{s \in D_1(s_0)} \sup_{|z - z_0| = R} |d_\infty(s,z) - d_\infty(s_0,z)| < \inf_{|z - z_0| = R} |d_\infty(s_0,z)| \]

and by shrinking the neighbourhood \( D_1(s_0) \) further if necessary we may assume using continuity that additionally \( r_\infty(s) \in D_2(s_0) \) for all \( s \in D_1(s_0) \cap [k, k+1] \).

By Rouche’s theorem, for all \( s \in D_1(s_0) \) the function \( z \mapsto d_\infty(s,z) \) has a unique zero in \( D_2(s_0) \) and this zero is simple. When \( s \in D_1(s_0) \cap [k, k+1] \) this zero must be equal to \( r_\infty(s) \in D_2(s_0) \) by uniqueness. Extend \( r_\infty : D_1(s_0) \cap [k, k+1] \to \mathbb{C} \) by defining \( r_\infty(s) \) to be the unique zero of \( z \mapsto d_\infty(s,z) \) in \( D_2(s_0) \) for each \( s \in D_1(s_0) \). By the holomorphic implicit function theorem and the simplicity of the zero \( r_\infty : D_1(s_0) \to D_2(s_0) \) is holomorphic. Applying Lemma 6.2 we find, shrinking \( D_1(s_0) \) and \( D_2(s_0) \) if necessary, that there exist constants \( C_\ell > 0 \), an integer \( n_1 \geq 1 \) and holomorphic functions \( r_n : D_1(s_0) \to D_2(s_0) \) defined for all \( n \geq n_1 \) such that

\[ \sup_{s \in D_1(s_0)} |r_n^{(\ell)}(s) - r_\infty^{(\ell)}(s)| \leq C_\ell \sup_{s \in D_1(s_0)} \sup_{z \in D_2(s_0)} |d_n(s,z) - d_\infty(s,z)| = O \left( \exp \left( -\frac{\gamma}{2} n^\alpha \right) \right) \]

for every integer \( \ell \geq 0 \), such that \( r_n(s) \) is the unique zero of \( z \mapsto d_n(s,z) \) in \( D_2(s_0) \) for all \( s \in D_1(s_0) \) and \( n \geq n_1 \) and is a simple zero for all such \( s \) and \( n \), such that \([0, r_\infty(s_0)] \subset D_2(s_0) \), and such that \( D_2(s_0) \) is an open disc centred on the real axis. For all \( s \in D_1(s_0) \cap [k, k+1] \) and \( n \geq n_0 \) the numbers \( r_n(s) \) and \( r_n(s)^* \) both lie in \( D_2(s_0) \) and are both zeros of the polynomial \( d_n(s,z) = \sum_{m=0}^n a_n(s) z^m \) since the coefficients of that polynomial are real and since \( D_2(s_0) \), being a disc centred on
the real axis, is symmetric with respect to complex conjugation. By the uniqueness of the zero \( r_n(s) \) in \( D_2(s_0) \) this is possible only if \( r_n(s) = r_n(s^*) \), which is to say if \( r_n(s) \) is real. Since \( D_2(s_0) \) contains the interval from 0 to \( r_n(s) \), it follows that if \( r_n(s) \) is positive then it is the smallest positive real root of \( \sum_{m=0}^{\infty} a_m(s)x^m \) for all \( s \in D_1(s_0) \cap [k, k+1] \). To complete the proof of the claim it therefore suffices to show that if \( n \) is sufficiently large then \( r_n(s) > 0 \) for all \( s \in D_1(s_0) \). To see this choose \( \delta \in (0, r_\infty(s_0)) \) small enough that the open \( \delta \)-ball centred at \( r_\infty(s_0) \) is contained in \( D_2(s_0) \), and observe that by shrinking \( D_1(s_0) \) further if necessary we may obtain

\[
\inf_{s \in D_1(s_0)} \inf_{|z - r_\infty(s_0)| = \delta} |d_\infty(s, z)| > 0
\]

and hence for all large enough \( n \)

\[
\sup_{s \in D_1(s_0)} \sup_{|z - r_\infty(s_0)| = \delta} |d_n(s, z) - d_\infty(s, z)| < \inf_{s \in D_1(s_0)} \inf_{|z - r_\infty(s_0)| = \delta} |d_\infty(s, z)|.
\]

By Rouché’s theorem this implies that there exists \( n_0 \geq n_1 \) such that for all \( n \geq n_0 \) and all \( s \in D_1(s_0) \) there is a unique zero of \( z \mapsto d_n(s, z) \) inside the circle of radius \( \delta \) and centre \( r_\infty(s_0) \), and since this region is a subset of \( D_2(s_0) \) this root must equal \( r_n(s) \) by the uniqueness of that root in \( D_2(s_0) \). In particular for all \( n \geq n_0 \) and \( s \in D_1(s_0) \cap [k, k+1] \) we have \( r_n(s) > r_\infty(s_0) - \delta > 0 \) and no other root lies in \( (0, r_n(s)) \subset D_2(s_0) \). Hence \( r_n(s) \) is the smallest positive real root of \( \sum_{m=0}^{\infty} a_m(s)x^m \) for all \( s \in D_1(s_0) \cap [k, k+1] \) as required to prove the local version of the claim with \( U(s_0) := D_1(s_0) \). The full statement of the claim follows.

We may now complete the proof of the theorem. Define \( P_n(s) := r_n(s)^{-1} > 0 \) for all \( s \in [k, k+1] \) and \( n \geq n_0 \), and \( P(s) := r_\infty(s)^{-1} > 0 \) for all \( s \in \mathbb{R} \). Observe that by Theorem 3 we have \( e^{P(A_1, \ldots, A_N;s)} = P(s) \) for all \( s \in [k, k+1] \). Since \( r_\infty : U \to \mathbb{C} \) is holomorphic, \( P \) is real-analytic at least on a neighbourhood of \([k, k+1] \). Since \( r_\infty(s) \) is positive for all real \( s \) and \([k, k+1] \) is compact it follows that

\[
\inf_{s \in [k, k+1]} r_\infty(s) > 0
\]

and by the case \( \ell = 0 \) of (29) we deduce that

\[
\lim_{n \to \infty} \inf_{s \in [k, k+1]} r_n(s) > 0.
\]

Using (29), (30), (31) and the expressions

\[
|P_n(s) - P(s)| = \left| \frac{1}{r_n(s)} - \frac{1}{r_\infty(s)} \right|,
\]

\[
|P'_n(s) - P'(s)| = \left| \frac{r'_n(s)}{r_n(s)^2} - \frac{r'_\infty(s)}{r_\infty(s)^2} \right|,
\]

and

\[
|P''_n(s) - P''(s)| = \left| \frac{r''_n(s)r_n(s) - r'_n(s)^2}{r_n(s)^4} - \frac{r''_\infty(s)r_\infty(s) - r'_\infty(s)^2}{r_\infty(s)^4} \right|
\]

it follows by elementary manipulations that

\[
\sup_{s \in [k, k+1]} |P_n(s) - P(s)| = O\left( \exp\left( -\frac{\gamma}{2} n^\alpha \right) \right),
\]

\[
\sup_{s \in [k, k+1]} |P'_n(s) - P'(s)| = O\left( \exp\left( -\frac{\gamma}{2} n^\alpha \right) \right)
\]
and

\[
\sup_{s \in [k, k+1]} |P''(s) - P''(s)| = O \left( \exp \left( -\frac{\gamma}{2} n^{\alpha} \right) \right).
\]

In the case where we do not assume that \( \max_{1 \leq i \leq N} \|A_i\| < 1 \) for some norm on \( \mathbb{R}^d \) the estimate (32) already completes the proof of Theorem 2. Otherwise, we claim that \( \inf_{s \in [k, k+1]} P''(s) > 0 \) and \( \sup_{s \in [k, k+1]} P'(s) < 0 \). Let \( p(s) := \log P(s) \) for \( s \in \mathbb{R} \) so that \( P'(s) = p'(s)P(s) \) and \( P''(s) = p''(s)P(s) + p'(s)^2 P(s) \). Obviously \( p \) is real-analytic on \([k, k+1]\) since \( P \) is positive and real-analytic there, and \( p \) is convex by Lemma 6.1, so necessarily \( p''(s) \geq 0 \) for all \( s \in [k, k+1] \). By Lemma 6.1 we have \( p'(s) < 0 \) for all \( s \in [k, k+1] \) and therefore

\[
\sup_{s \in [k, k+1]} P'(s) = \sup_{s \in [k, k+1]} p'(s)P(s) < 0.
\]

Similarly we observe that \( \inf_{s \in [k, k+1]} |p'(s)| > 0 \), and since \( P''(s) = p''(s)P(s) + p'(s)^2 P(s) \geq p'(s)^2 P(s) \) we likewise deduce that \( \inf_{s \in [k, k+1]} P''(s) > 0 \) as claimed.

Combining the previous claim with (34) we find in particular that \( \inf_{s \in [k, k+1]} P''(s) > 0 \) for all large enough \( n \), which proves that each such function \( P_n : [k, k+1] \to \mathbb{R} \) is convex. By the hypothesis dimaff\((A_1, ..., A_N) \in (k, k+1)\) of Theorem 2 there exists a solution \( s \in (k, k+1) \) to \( P(s) = 1 \), and since \( P \) has negative derivative on \([k, k+1] \) this implies that \( P(k) > 1 > P(k+1) \). Combining this observation with (32) we find that \( P_n(k) > 1 > P_n(k+1) \) for all large enough \( n \), and by the combination of (35) and (33) we find that \( \sup_{s \in [k, k+1]} P_n(s) \leq -c < 0 \) for all large enough \( n \) where \( c > 0 \) is some positive constant. It follows that for all large enough \( n \) there exists a unique \( s_n \in [k, k+1] \) such that \( P_n(s_n) = 1 \). Let \( s_\infty := \text{dimaff}(A_1, ..., A_N) \in (k, k+1) \) be the unique solution to \( P(s_\infty) = 1 \). If \( s_n \neq s_\infty \) then by the Mean Value Theorem there exists \( t \) strictly between \( s_n \) and \( s_\infty \) such that

\[
P'(t) = \frac{P(s_n) - P(s_\infty)}{s_n - s_\infty}
\]

and therefore since \( P_n(s_n) = 1 = P(s_\infty) \) we obtain

\[
|s_n - s_\infty| = \left| \frac{P(s_n) - P(s_\infty)}{P'(t)} \right| = \frac{|P(s_n) - P_n(s_n)|}{|P'(t)|} \leq c^{-1} |P(s_n) - P_n(s_n)|.
\]

The inequality \( |s_n - s_\infty| \leq c^{-1} |P(s_n) - P_n(s_n)| \) obviously also holds when \( s_n = s_\infty \), so

\[
|s_n - s_\infty| = O \left( \exp \left( -\frac{\gamma}{2} n^{\alpha} \right) \right)
\]

as \( n \to \infty \) using (32). The proof of the theorem is complete. \( \square \)

### 7. Examples

#### 7.1. Methodology.
There are two intuitively natural mechanisms by which to make the approximations given in Theorem 2 yield an approximation to the affinity dimension. On the one hand since \( e^{P(A_1, ..., A_N, s)} \) is decreasing in \( s \) and since the affinity dimension is the unique \( s \in [k, k+1] \) such that 1 is the leading eigenvalue of \( \mathcal{L}_s \), the affinity dimension corresponds to the smallest \( s \in [k, k+1] \) such that \( \det(I - \mathcal{L}_s) = 0 \), which is to say the smallest \( s \in [k, k+1] \) such that \( \sum_{m=0}^{\infty} a_m(s) = 0 \). One might therefore attempt to approximate the affinity dimension by looking for the smallest solution \( s \) to the equation \( \sum_{m=0}^{n} a_m(s) = 0 \) for each fixed \( n \). In practice this is impractical since \( \mathcal{L}_s \) may in general have infinitely many positive real eigenvalues
and the number of solutions to $\sum_{m=0}^{n} a_m(s) = 0$ may therefore be extremely large and the function itself highly oscillatory.

Table 1. Approximations to the affinity dimension of Example 1 calculated using Theorem 2 and the secant method as described in §7.1, implemented in Wolfram Mathematica. The CPU time used in each approximation is as reported by Mathematica’s \texttt{Timing} function. For $n = 1$ the approximation to the pressure function has no root in $(1, 2)$ and this line is therefore omitted from the table. Digits which are empirically observed to have converged to a stable value are underlined.

In practice we therefore adopt the following alternative approach. For large $n$ the smallest positive real root $x = r_n(s)$ of $\sum_{m=0}^{n} a_m(s)x^m$ approximates the reciprocal of the leading eigenvalue of $L_s$. Moreover, for large $n$ the function $s \mapsto r_n(s) - 1$ is convex and strictly decreasing with a unique root in $[k, k + 1]$ by virtue of Theorem 2. Computing the unique root of a convex decreasing function is a far more tractable enterprise than finding the smallest root of an oscillating function, and for this reason our application of Theorem 2 follows the approach of solving $r_n(s) = 1$. For this problem we use the secant method. Since $r_n^{-1}$ is convex and decreasing the convergence of the sequence of approximations generated by the secant method is guaranteed with super-exponential rate $O(\theta^{m^{(1+\sqrt{5})/2}})$ for some $\theta \in (0, 1)$. In practical instances we found that the sequence $(s_m)$ consistently converged empirically to 40 decimal places by around $m \approx 12$ independently of $n$. The results of this procedure applied to some examples of two- and three-dimensional affine iterated function systems are presented in this section.

For large $n$ one may show that the trace $t_n(s)$ appearing in Theorem 2 approximates the value $e^{nP(A_1, \ldots, A_N; s)}$ whereas the coefficients $a_n(s)$ are shown in Theorem 2 to decrease to zero with super-exponential speed. The small size of $a_n(s)$ is thus attributable to additive cancellation between potentially very large summands. It is therefore likely to be necessary in implementation to record the traces $t_n(s)$ to significantly more decimal places than are desired for the ultimate approximation. In
the computations which follow the traces \( t_n(s) \) were calculated in arbitrary precision, reducing to finite precision only for the outcome of the calculation of the coefficients \( a_n(s) \).

7.2. Example 1: a pair of dominated matrices. Define

\[
A_1 := \left( \begin{array}{cc} -\frac{4}{7} & \frac{5}{7} \\ 0 & \frac{1}{7} \end{array} \right), \quad A_2 := \left( \begin{array}{cc} \frac{1}{7} & \frac{5}{7} \\ \frac{5}{7} & -\frac{4}{7} \end{array} \right).
\]

We claim that the pair \((A_1, A_2)\) is 1-dominated. Indeed, define

\[
C_1 := \left\{ \left( \begin{array}{c} x \\ y \end{array} \right) \in \mathbb{R}^2 : |x| \geq 2|y| \right\}, \quad C_2 := \left\{ \left( \begin{array}{c} x \\ y \end{array} \right) \in \mathbb{R}^2 : |y| \geq 2|x| \right\}.
\]

If \((x, y)^\top \in C_1\), then

\[
\frac{5}{7} y - \frac{4}{7} x \geq \frac{4}{7} |x| - \frac{5}{7} |y| \geq \frac{3}{7} |y| \geq \frac{2}{7} |y|
\]

and equality of the first and last terms is only possible if \( y = 0 \) and consequently \( x = 0 \). In particular if \((x, y)^\top \in C_1\) is nonzero we obtain \(A_1(x, y)^\top \in \text{Int} \ C_1\). Moreover for \((x, y)^\top \in C_1\) we also have

\[
\frac{4}{7} y + \frac{5}{7} x \geq \frac{5}{7} |x| - \frac{4}{7} |y| \geq \frac{3}{7} |x| \geq \frac{2}{7} |x|
\]

which yields \(A_2(x, y)^\top \in \text{Int} \ C_2\) when \((x, y)^\top\) is nonzero. In a similar manner, if \((x, y)^\top \in C_2\) then

\[
\frac{5}{7} y - \frac{4}{7} x \geq \frac{5}{7} |y| - \frac{4}{7} |x| \geq \frac{3}{7} |y| \geq \frac{2}{7} |y|
\]

and

\[
\frac{4}{7} y + \frac{5}{7} x \geq \frac{4}{7} |y| - \frac{5}{7} |x| \geq \frac{3}{7} |x| \geq \frac{2}{7} |x|
\]

which respectively give \(A_1(x, y)^\top \in \text{Int} \ C_1\) and \(A_2(x, y)^\top \in \text{Int} \ C_2\) when \((x, y)^\top\) is nonzero.

If we now let \(w = (1, 1)^\top\) then \(\langle u, w \rangle\) is never zero for any nonzero \(u \in C_1 \cup C_2\), so defining

\[
\mathcal{K}_i := \{ u \in C_i : \langle u, w \rangle > 0 \}
\]

for \(i = 1, 2\), it is not difficult to see that \((\mathcal{K}_1, \mathcal{K}_2)\) is a multicone for \((A_1, A_2)\). In particular Theorem 2 may be applied to estimate the affinity dimension of the pair \((A_1, A_2)\). Let \((B_1, B_2) := (A_1, -A_2)\). Since

\[
e^{P(A_1, A_2; 1)} = e^{P(B_1, B_2; 1)} = \lim_{n \to \infty} \left( \sum_{|1| = n} \|B_1\| \right)^{\frac{1}{n}}
\]

\[
\geq \lim_{n \to \infty} \left\| \sum_{|1| = n} B_1 \right\|^{\frac{1}{n}} = \lim_{n \to \infty} \| (B_1 + B_2)^n \|^{\frac{1}{n}} = \rho(B_1 + B_2) = \frac{\sqrt{50}}{7} > 1
\]

and

\[
e^{P(A_1, A_2; 2)} = |\det A_1| + |\det A_2| = \frac{8}{49} < 1
\]
we infer that \( \dim_{\text{aff}}(A_1, A_2) \in (1, 2) \). The first 20 approximations to the affinity dimension of \((A_1, A_2)\) are tabulated in Table 1.

### 7.3. Example 2: a three-dimensional iterated function system.

<table>
<thead>
<tr>
<th>( n )</th>
<th>Approximation to affinity dimension</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.74010 38961 34544 64381 66016 57752 82592 79145</td>
<td>0.067s</td>
</tr>
<tr>
<td>4</td>
<td>1.53612 13489 34570 06997 32813 68839</td>
<td>0.10s</td>
</tr>
<tr>
<td>5</td>
<td>1.58779 31446 44939 17928 98903 22985 52229</td>
<td>0.15s</td>
</tr>
<tr>
<td>6</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>0.22s</td>
</tr>
<tr>
<td>7</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>0.33s</td>
</tr>
<tr>
<td>8</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>0.63s</td>
</tr>
<tr>
<td>9</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>1.4s</td>
</tr>
<tr>
<td>10</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>2.4s</td>
</tr>
<tr>
<td>11</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>5.4s</td>
</tr>
<tr>
<td>12</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>12s</td>
</tr>
<tr>
<td>13</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>27s</td>
</tr>
<tr>
<td>14</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>40s</td>
</tr>
<tr>
<td>15</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>50s</td>
</tr>
<tr>
<td>16</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>130s</td>
</tr>
<tr>
<td>17</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>270s</td>
</tr>
<tr>
<td>18</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>500s</td>
</tr>
<tr>
<td>19</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>1200s</td>
</tr>
<tr>
<td>20</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>2800s</td>
</tr>
<tr>
<td>21</td>
<td>1.58779 97771 4149 34557 48903 22985 52229</td>
<td>5900s</td>
</tr>
</tbody>
</table>

Table 2. Approximations to the affinity dimension of Example 3 calculated using Theorem 2 and the secant method as described in §7.1, implemented in Wolfram Mathematica. The CPU time used in each approximation is as reported by Mathematica’s Timing function. Digits which are empirically observed to have converged to a stable value are underlined. Convergence is noticeably slower than for two-dimensional examples: in this context our bound for the error in the \( n \)th approximation is \( O(\exp(-\gamma n^{5/4})) \) as opposed to \( O(\exp(-\gamma n^2)) \) in the other examples. For \( n = 1, 2 \) the approximation to the pressure function has no root in \((1, 2)\) and these lines are therefore omitted.

Consider \((A_1, A_2)\) where

\[
A_1 := \frac{1}{12} \begin{pmatrix} 5 & 4 & 1 \\ 5 & 5 & 4 \\ 0 & 1 & 5 \end{pmatrix}, \quad A_2 := \frac{1}{12} \begin{pmatrix} 5 & 5 & 0 \\ 4 & 4 & 1 \\ 1 & 5 & 4 \end{pmatrix} = A_1^\top
\]

and note that \( A_1 \) and \( A_2 \) are contractions in the Euclidean norm. It is easily checked that \((A_1, A_1 A_2, A_2 A_1, A_2 A_2)\) is a tuple of positive invertible matrices and is therefore 1-dominated. By the characterisation of domination in terms of singular values this clearly implies that 1-domination holds also for \((A_1, A_2)\).

We identify each \( A_i \) with the corresponding linear map \( \mathbb{R}^3 \to \mathbb{R}^3 \) defined by \( A_i \) with respect to the standard basis \( e_1, e_2, e_3 \) of \( \mathbb{R}^3 \). With respect to the basis \( e_1 \wedge e_2, e_1 \wedge e_3, e_2 \wedge e_3 \) for \( \wedge^2 \mathbb{R}^3 \) we have

\[
A_1^{\wedge^2} = \frac{1}{144} \begin{pmatrix} 5 & 15 & 11 \\ 5 & 25 & 19 \\ 5 & 25 & 21 \end{pmatrix}, \quad A_2^{\wedge^2} = \frac{1}{144} \begin{pmatrix} 5 & 15 & 25 \\ 11 & 19 & 21 \end{pmatrix}.
\]
Since \((A_1^{\omega_2}, A_2^{\omega_2})\) is thus representable by a pair of positive matrices we see that \((A_1, A_2)\) is both 1- and 2-dominated. Using non-negativity it follows by a theorem of Protasov [58] that

\[
\lim_{n \to \infty} \left( \sum_{\|A_i\| = n} \frac{1}{n} \parallel A_i \parallel \right) = \rho(A_1 + A_2) > 1
\]

and

\[
\lim_{n \to \infty} \left( \sum_{\|A_i\|^2 = n} \frac{1}{n} \parallel A_i^\parallel^2 \parallel \right) = \rho(A_1^\parallel^2 + A_2^\parallel^2) < 1.
\]

Thus \(P(A_1, A_2; 1) > 0 > P(A_1, A_2; 2)\) and consequently \(\dim_{\text{aff}}(A_1, A_2) \in (1, 2)\), and we conclude that Theorem 2 is applicable to the computation of \(\dim_{\text{aff}}(A_1, A_2)\). The first 21 approximations to \(\dim_{\text{aff}}(A_1, A_2)\) are presented in Table 2. An illustration of the attractor of the iterated function system

\[
T_1 \left( \begin{array}{c} x \\ y \\ z \end{array} \right) := \frac{1}{12} \begin{bmatrix} 5 & 4 & 1 \\ 5 & 5 & 4 \\ 0 & 1 & 5 \end{bmatrix} \left( \begin{array}{c} x \\ y \\ z \end{array} \right) + \left( \begin{array}{c} 1 \\ 0 \\ 0 \end{array} \right)
\]

\[
T_2 \left( \begin{array}{c} x \\ y \\ z \end{array} \right) := \frac{1}{12} \begin{bmatrix} 5 & 5 & 0 \\ 4 & 5 & 1 \\ 1 & 4 & 5 \end{bmatrix} \left( \begin{array}{c} x \\ y \\ z \end{array} \right) + \left( \begin{array}{c} 0 \\ 1 \\ 0 \end{array} \right)
\]

is given in Figure 1.

Figure 1. A projection of the attractor of the iterated function system defined by Example 3. Approximations to the affinity dimension computed using Theorem 2 are listed in Table 2. It is known from work of Falconer [17, §5] that the upper box dimension \(\dim_{B,X}\) is bounded above by \(\dim_{\text{aff}}(A_1, A_2)\), but unlike the case of planar affine iterated function systems current techniques are not powerful enough to determine whether or not \(\dim_{H,X} = \dim_{\text{aff}}(A_1, A_2)\).
Figure 2. This self-affine set was shown in [50, §6.6] to have Hausdorff dimension equal to the affinity dimension of the defining iterated function system. However, the linear parts of the defining affine transformations have non-real eigenvalues and Theorem 2 is not applicable. Non-rigorous estimates using the discretisation method described in §8 as tabulated in Table 4 suggest that the affinity dimension is equal to approximately 1.522688.

8. Non-dominated matrices

If \((A_1, \ldots, A_N) \in M_2(\mathbb{R})^N\) is a tuple of invertible matrices which is not 1-dominated then by a line of reasoning due to Avila [63] there exist tuples \((A'_1, \ldots, A'_N)\) arbitrarily close to \((A_1, \ldots, A_N)\) with the property that some product \(A'_i \cdots A'_n\) has complex eigenvalues. For such matrices the formula for \(t_n(s)\) in Theorem 2 has no clear meaning, and also for such matrices no open subset of \(\mathbb{R}P^1\) may be found which is mapped strictly inside itself by the action of the matrices \(A'_i\), preventing the construction of a trace-class transfer operator in direct mimicry of Theorem 2. For such matrices it is therefore difficult to see how any reasonable adaptation of Theorem 2 could be made. In this sense we believe that 1-domination, or multipositivity, is the weakest open condition on the matrices \(A_1, \ldots, A_N\) which permits a version of Theorem 2 to be proved.

However, for non-dominated matrices it is still possible to obtain non-rigorous estimates of the affinity dimension by other techniques. Given \(A_1, \ldots, A_N \in GL_2(\mathbb{R})\) and \(s \in [0, 1]\) we may define an operator \(\mathcal{L}_s : C^\alpha(\mathbb{R}P^1) \rightarrow C^\alpha(\mathbb{R}P^1)\) by

\[
(\mathcal{L}_s f)(\overline{u}) := \sum_{i=1}^{N} \left( \frac{\|A_i u\|}{\|u\|} \right)^s f(A_i u),
\]

and for \(s \in [1, 2]\) by

\[
(\mathcal{L}_s f)(\overline{u}) := \sum_{i=1}^{N} \left( \frac{\|A_i u\|}{\|u\|} \right)^{2-s} |\det A_i|^{s-1} f(A_i u),
\]
in such a manner that

\[
\rho(L_s) = \lim_{n \to \infty} \left( \sum_{i_1, \ldots, i_n = 1}^{N} \phi^s(A_{i_1} \cdots A_{i_n}) \right)^{\frac{1}{n}}
\]

and such that \(\rho(L_s)\) is a simple eigenvalue of \(L_s\), as long as \(\alpha \in (0, 1)\) is chosen suitably small (in a manner which in general will depend on \(s\)) and mild algebraic non-degeneracy conditions on \((A_1, \ldots, A_N)\) are met. (These spectral properties are guaranteed by, for example, [29, Théorème 8.8].) We could then hope to estimate the spectral radius of \(L_s\) for different values of \(s\) by discretising the phase space \(\mathbb{R}P^1\), constructing a large matrix representing a discretised action of \(L_s\), and working on the supposition that the spectral radius of the matrix is a good approximation to \(\rho(L_s)\) and hence to \(e^{\phi(A_1, \ldots, A_N; s)}\). In practical experiments we were able to obtain around five decimal places of accuracy for the affinity dimension by discretising \(\mathbb{R}P^1\) into approximately \(10^4\) evenly-spaced mesh points: see Tables 3 and 4. We observe in particular that the results obtained in Table 3 show good agreement with Theorem 2 when tested on the multipositive matrix set described in Example 2. However, we have not been able to make this method of estimation rigorous. This approach could also be applied to higher-dimensional affine iterated function systems but we have not investigated the matter of finding suitable discretisations of the more complicated phase spaces required in this context.

<table>
<thead>
<tr>
<th>Mesh size</th>
<th>Approximation to affinity dimension</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.02591849</td>
<td>0.010s</td>
</tr>
<tr>
<td>2²</td>
<td>1.07532743</td>
<td>0.0065s</td>
</tr>
<tr>
<td>2³</td>
<td>1.11171266</td>
<td>0.018s</td>
</tr>
<tr>
<td>2⁴</td>
<td>1.11715797</td>
<td>0.036s</td>
</tr>
<tr>
<td>2⁵</td>
<td>1.11608327</td>
<td>0.053s</td>
</tr>
<tr>
<td>2⁶</td>
<td>1.11557816</td>
<td>0.80s</td>
</tr>
<tr>
<td>2⁷</td>
<td>1.11537306</td>
<td>0.46s</td>
</tr>
<tr>
<td>2⁸</td>
<td>1.11561123</td>
<td>0.35s</td>
</tr>
<tr>
<td>2⁹</td>
<td>1.11559940</td>
<td>0.65s</td>
</tr>
<tr>
<td>2¹⁰</td>
<td>1.11561053</td>
<td>1.8s</td>
</tr>
<tr>
<td>2¹¹</td>
<td>1.11558601</td>
<td>2.7s</td>
</tr>
<tr>
<td>2¹²</td>
<td>1.11560216</td>
<td>4.8s</td>
</tr>
<tr>
<td>2¹³</td>
<td>1.11560441</td>
<td>24s</td>
</tr>
<tr>
<td>2¹⁴</td>
<td>1.11560185</td>
<td>21s</td>
</tr>
<tr>
<td>2¹⁵</td>
<td>1.11560275</td>
<td>67s</td>
</tr>
<tr>
<td>2¹⁶</td>
<td>1.11560321</td>
<td>270s</td>
</tr>
<tr>
<td>2¹⁷</td>
<td>1.11560315</td>
<td>4100s</td>
</tr>
</tbody>
</table>

Table 3. Estimates of the affinity dimension of Example 1 calculated using the non-rigorous discretisation method described in §8. Even at small mesh sizes the first few decimal places show good agreement with Table 1 but convergence in subsequent decimal places is markedly slower. Digits which are empirically observed to have converged to a stable value are underlined.
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<table>
<thead>
<tr>
<th>Mesh size</th>
<th>Approximation to affinity dimension</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.50000000</td>
<td>0.0028s</td>
</tr>
<tr>
<td>2²</td>
<td>1.51578683</td>
<td>0.0025s</td>
</tr>
<tr>
<td>2³</td>
<td>1.51254065</td>
<td>0.0047s</td>
</tr>
<tr>
<td>2⁴</td>
<td>1.52070716</td>
<td>0.033s</td>
</tr>
<tr>
<td>2⁵</td>
<td>1.52415711</td>
<td>0.059s</td>
</tr>
<tr>
<td>2⁶</td>
<td>1.52305542</td>
<td>0.079s</td>
</tr>
<tr>
<td>2⁷</td>
<td>1.52290806</td>
<td>0.13s</td>
</tr>
<tr>
<td>2⁸</td>
<td>1.52262668</td>
<td>0.26s</td>
</tr>
<tr>
<td>2⁹</td>
<td>1.52269395</td>
<td>0.61s</td>
</tr>
<tr>
<td>2¹⁰</td>
<td>1.52270408</td>
<td>1.1s</td>
</tr>
<tr>
<td>2¹¹</td>
<td>1.52269152</td>
<td>2.2s</td>
</tr>
<tr>
<td>2¹²</td>
<td>1.52268717</td>
<td>4.5s</td>
</tr>
<tr>
<td>2¹³</td>
<td>1.52268810</td>
<td>7.7s</td>
</tr>
<tr>
<td>2¹⁴</td>
<td>1.52268795</td>
<td>18s</td>
</tr>
<tr>
<td>2¹⁵</td>
<td>1.52268780</td>
<td>55s</td>
</tr>
<tr>
<td>2¹⁶</td>
<td>1.52268780</td>
<td>220s</td>
</tr>
<tr>
<td>2¹⁷</td>
<td>1.52268782</td>
<td>1400s</td>
</tr>
</tbody>
</table>

Table 4. Estimates of the affinity dimension of the iterated function system defined in [50, §6.6] and illustrated in Figure 2, calculated using the non-rigorous discretisation method described in §8. Digits which are empirically observed to have converged to a stable value are underlined. No rigorous estimate of the affinity dimension of this IFS is currently available.
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