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Abstract. In this paper, we consider the existence and asymptotic properties of solutions to the following Kirchhoff equation

$$
-\left(a+b \int_{\mathbb{R}^{3}}|\nabla u|^{2}\right) \Delta u=\lambda u+|u|^{p-2} u+\mu|u|^{q-2} u \text { in } \mathbb{R}^{3}
$$

under the normalized constraint $\int_{\mathbb{R}^{3}} u^{2}=c^{2}$, where $a>0, b>0, c>0,2<q<\frac{14}{3}<p \leq 6$ or $\frac{14}{3}<q<p \leq 6, \mu>0$ and $\lambda \in \mathbb{R}$ appears as a Lagrange multiplier. In both cases for the range of $p$ and $q$, the Sobolev critical exponent $p=6$ is involved and the corresponding energy functional is unbounded from below on $S_{c}=\left\{u \in H^{1}\left(\mathbb{R}^{3}\right): \int_{\mathbb{R}^{3}} u^{2}=c^{2}\right\}$. If $2<q<\frac{10}{3}$ and $\frac{14}{3}<p<6$, we obtain a multiplicity result to the equation. If $2<q<\frac{10}{3}<p=6$ or $\frac{14}{3}<q<p \leq 6$, we get a ground state solution to the equation. Furthermore, we derive several asymptotic results on the obtained normalized solutions.

Our results extend the results of Soave (J. Differential Equations 2020 \& J. Funct. Anal. 2020), which studied the nonlinear Schrödinger equations with combined nonlinearities, to the Kirchhoff equations. To deal with the special difficulties created by the nonlocal term $\left(\int_{\mathbb{R}^{3}}|\nabla u|^{2}\right) \Delta u$ appearing in Kirchhoff type equations, we develop a perturbed Pohozaev constraint approach and we find a way to get a clear picture of the profile of the fiber map via careful analysis. In the meantime, we need some subtle energy estimates under the $L^{2}$-constraint to recover compactness in the Sobolev critical case.

## Kirchhoffin yhtälöiden normitetut ratkaisut kriittisen Sobolevin eksponentin tilanteessa

Tiivistelmä. Tässä työssä tarkastelemme $\mathbb{R}^{3}$ :ssa Kirchhoffin yhtälön

$$
-\left(a+b \int_{\mathbb{R}^{3}}|\nabla u|^{2}\right) \Delta u=\lambda u+|u|^{p-2} u+\mu|u|^{q-2} u
$$

ratkaisujen olemassaoloa ja asymptoottisia ominaisuuksia, kun oletetaan normitusehto $\int_{\mathbb{R}^{3}} u^{2}=$ $c^{2}$, missä $a>0, b>0, c>0,2<q<\frac{14}{3}<p \leq 6$ tai $\frac{14}{3}<q<p \leq 6, \mu>0$ ja $\lambda \in$ $\mathbb{R}$ on Lagrangen kerroin. Kummassakin eksponenttien $p$ ja $q$ arvojoukkoa koskevassa tapauksessa on mukana kriittinen Sobolevin eksponentti $p=6$, ja vastaava energiafunktionaali on alarajaton pallolla $S_{c}=\left\{u \in H^{1}\left(\mathbb{R}^{3}\right): \int_{\mathbb{R}^{3}} u^{2}=c^{2}\right\}$. Kun $2<q<\frac{10}{3}$ ja $\frac{14}{3}<p<6$, saamme ratkaisun monikäsitteisyyttä koskevan tuloksen. Kun $2<q<\frac{10}{3}<p=6$ tai $\frac{14}{3}<q<p \leq 6$, löydämme yhtälölle perustilaratkaisun. Lisäksi johdamme useita löydettyjä normitettuja ratkaisuja koskevia asymptoottisia tuloksia.
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Tuloksemme laajentavat Kirchhoffin yhtälöihin Soaven (J. Differential Equations 2020 \& J. Funct. Anal. 2020) aiempia, useita epälineaarisia termejä sisältäviä Schrödingerin yhtälöitä koskevia, tutkimuksia. Kirchhoffin-tyyppisissä yhtälöissä esiintyvän ei-paikallisen termin $\left(\int_{\mathbb{R}^{3}}|\nabla u|^{2}\right) \Delta u$ aiheuttamien vaikeuksien käsittelemiseksi kehitämme Pohozaevin rajoitemenetelmästä häiriöllisen version ja saamme huolellisella analyysillä tarkan käsityksen säiekuvauksen muodosta. Tässä tarvitsemme joitakin $L^{2}$-rajoitusehdon alaisia hienovaraisia energia-arvioita osoittaaksemme kompaktisuuden Sobolevin eksponentin kriittisellä arvolla.

## 1. Introduction and main result

This paper concerns the existence of solutions $(u, \lambda) \in H^{1}\left(\mathbb{R}^{3}\right) \times \mathbb{R}$ to the following Kirchhoff equation

$$
\begin{equation*}
-\left(a+b \int_{\mathbb{R}^{3}}|\nabla u|^{2}\right) \Delta u=\lambda u+|u|^{p-2} u+\mu|u|^{q-2} u \text { in } \mathbb{R}^{3} \tag{1.1}
\end{equation*}
$$

under the constraint

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} u^{2}=c^{2}, \tag{1.2}
\end{equation*}
$$

where $a>0, b>0, c>0,2<q<p \leq 6$ and $\mu>0$.
Letting $\lambda \in \mathbb{R}$, we say that a function $u \in H^{1}\left(\mathbb{R}^{3}\right)$ is a weak solution to (1.1) $)_{\lambda}$ if

$$
\left(a+b \int_{\mathbb{R}^{3}}|\nabla u|^{2}\right) \int_{\mathbb{R}^{3}} \nabla u \nabla \varphi-\mu \int_{\mathbb{R}^{3}}|u|^{q-2} u \varphi-\int_{\mathbb{R}^{3}}|u|^{p-2} u \varphi-\lambda \int_{\mathbb{R}^{3}} u \varphi=0,
$$

for all $\varphi \in H^{1}\left(\mathbb{R}^{3}\right)$. For fixed $\lambda$, equation $(1.1)_{\lambda}$ has been extensively studied, see e.g. $[8,12,13,20,26]$ and the references therein.

Alternatively, letting $c>0$ be fixed, we aim at finding a real number $\lambda \in \mathbb{R}$ and a function $u \in H^{1}\left(\mathbb{R}^{3}\right)$ solving (1.1) $)_{\lambda}$ with $\|u\|_{2}=c$. Physicists call a solution $u$ of $(1.1)_{\lambda}$ with $\|u\|_{2}=c$ a normalized solution, and it can be obtained by searching critical points of the energy functional

$$
\begin{equation*}
E_{\mu}(u)=\frac{a}{2}\|\nabla u\|_{2}^{2}+\frac{b}{4}\|\nabla u\|_{2}^{4}-\frac{1}{p}\|u\|_{p}^{p}-\frac{\mu}{q}\|u\|_{q}^{q}, \quad \mu \geq 0 \tag{1.3}
\end{equation*}
$$

on the constraint

$$
S_{c}:=\left\{u \in H^{1}\left(\mathbb{R}^{3}\right):\|u\|_{2}^{2}=c^{2}\right\}
$$

with Lagrange multipliers $\lambda$. We call $\frac{14}{3}$ the $L^{2}$-critical exponent for (1.1) $\lambda_{\lambda}$, since $\inf _{u \in S_{c}} E_{\mu}(u)>-\infty$ if $q, p \in\left(2, \frac{14}{3}\right)$ and $\inf _{u \in S_{c}} E_{\mu}(u)=-\infty$ if $\frac{14}{3}<q \leq 6$ or $\frac{14}{3}<p \leq 6$.

Taking $a=1$ and $b=0$, then $(1.1)_{\lambda}$ reduces to the classical Schrödinger equation:

$$
\begin{equation*}
-\Delta u=\lambda u+|u|^{p-2} u+\mu|u|^{q-2} u \text { in } \mathbb{R}^{3} . \tag{1.4}
\end{equation*}
$$

Cazenave and Lions [7] and the very recent works of Soave [27, 28], Jeanjean et al. [16], Jeanjean and Le [17] are concerned with (1.4) in the more general cases

$$
\begin{equation*}
-\Delta u=\lambda u+|u|^{p-2} u+\mu|u|^{q-2} u \text { in } \mathbb{R}^{N}, \tag{1.5}
\end{equation*}
$$

where $N \geq 1, \mu \in \mathbb{R}, p \in\left(2,2^{*}\right], q \in\left(2,2^{*}\right)$ and $2^{*}:=\frac{2 N}{(N-2)^{+}}$. It is worth pointing out that, Jeanjean and Le [17] solved an open question raised by Soave [28] if $N \geq 4$.

Some of their results on normalized solutions to (1.5) are summarized in the following table:

| $N$ | $\mu$ | $p$ and $q$ | classifications of solutions | references |
| :---: | :---: | :---: | :---: | :---: |
| $N \geq 1$ | $\mu>0$ | $2<q<p \leq 2+\frac{4}{N}$ | a global minimizer | $[7,27]$ |
| $N \geq 1$ | $\mu<0$ | $2<q \leq 2+\frac{4}{N}<p<2^{*}$ | a Mountain Pass solution | $[27]$ |
| $N \geq 1$ | $\mu>0$ | $2<q<2+\frac{4}{N}<p<2^{*}$ | a local minimizer; <br> a Mountain Pass solution | $[27]$ |
| $N \geq 3$ | $\mu>0$ | $2<q<2+\frac{4}{N}, p=2^{*}$ | a local minimizer | $[28,16]$ |
| $N \geq 3$ | $\mu>0$ | $2+\frac{4}{N} \leq q<2^{*}, p=2^{*}$ | a Mountain Pass solution | $[28]$ |
| $N \geq 4$ | $\mu>0$ | $2<q<2+\frac{4}{N}, p=2^{*}$ | a local minimizer; <br> a Mountain Pass solution | $[17]$. |

Problem (1.1) ${ }_{\lambda}$ also arises in the Kirchhoff type problem

$$
\begin{equation*}
-M\left(\int_{\Omega}|\nabla u|^{2}\right) \Delta u=f(x, u) \text { in } \Omega, \quad u=0 \text { on } \partial \Omega, \tag{1.6}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{3}$ is a smooth domain, $M: \mathbb{R} \rightarrow \mathbb{R}$ is some function and $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is some nonlinearity. Recalling that (1.6) with $M(t)=a+b t(a, b>0)$ is related to the stationary analogue of the equation

$$
\begin{align*}
u_{t t}-\left(a+b \int_{\Omega}|\nabla u|^{2}\right) \Delta u & =f(x, u) \text { in } \Omega \times(0,+\infty),  \tag{1.7}\\
u(x, t) & =0 \text { on } \partial \Omega \times[0,+\infty) .
\end{align*}
$$

In [19], Kirchhoff introduced (1.7) as an extension of the D'Alembert wave equation

$$
\rho \frac{\partial^{2} u}{\partial t^{2}}-\left(\frac{\rho_{0}}{h}+\frac{E}{2 L} \int_{0}^{L}\left|\frac{\partial u}{\partial x}\right|^{2} d x\right) \frac{\partial^{2} u}{\partial x^{2}}=f(x, u)
$$

for free vibrations of elastic strings, where $\rho$ denotes the mass density, $u$ the lateral displacement, $h$ the cross section area, $\rho_{0}$ the initial axial tension, $E$ the Young modulus, $L$ the length of the string and $f$ the external force. In particular, (1.6) with $M(0)=0$ models a string with zero initial tension, and is called the degenerate Kirchhoff equation, see $[14,24]$. One can refer to $[1,6,8,12,13,20,9]$ and the references therein for more mathematical and physical background of (1.6).

In [32], Ye studied (1.1) $\lambda_{\lambda}-(1.2)$ with $a>0, b>0, \mu=0$ and $p \in(2,6)$. By considering a global minimization problem

$$
m(c, 0):=\inf _{u \in S_{c}} E_{0}(u)>-\infty,
$$

she proved that $m(c, 0)$ is attained if and only if $p \in\left(2, \frac{10}{3}\right]$ and $c>c^{*}$ or $p \in\left(\frac{10}{3}, \frac{14}{3}\right)$ and $c \geq c^{*}$, where

$$
c^{*}:= \begin{cases}0, & 2<p<\frac{10}{3} \\ a^{\frac{3}{4}}\left\|W_{p}\right\|_{2}, & p=\frac{10}{3} \\ \inf \{c \in(0,+\infty): m(c, 0)<0\}, & \frac{10}{3}<p<\frac{14}{3}\end{cases}
$$

where $W_{p}$ is the unique positive solution of $-\Delta W+\left(\frac{1}{\delta_{p}}-1\right) W=\frac{2}{p \delta_{p}}|W|^{p-2} W$ and $\delta_{p}=\frac{3(p-2)}{2 p}$. (see Lemma 2.2 below). When $p=\frac{14}{3}$, she showed that $m(c, 0)$ has no minimizers for any $c>0$. Finally, she proved the existence of solutions to $(1.1)_{\lambda^{-}}$ (1.2) by using the Pohozaev constraint method if $p \in\left(\frac{14}{3}, 6\right)$. Later on, Guo et al. in
[10] proved that

$$
c^{*}:=\left[2\left\|W_{p}\right\|_{2}^{p-2}\left(\frac{2 a}{14-3 p}\right)^{\frac{14-3 p}{4}}\left(\frac{b}{3 p-10}\right)^{\frac{3 p-10}{4}}\right]^{\frac{1}{p\left(1-\delta_{p}\right)}} \quad \text { if } \frac{10}{3}<p<\frac{14}{3} .
$$

As subsequent works of [32], Ye in [33, 34] considered the existence and mass concentration of critical points for $\left.E_{0}\right|_{S_{c}}$ if $p=\frac{14}{3}$. She also studied (1.1) $)_{\lambda}-(1.2)$ with an extra potential $V(x)$ in [21]. Zeng et al. in [35] proved the existence and uniqueness of solutions to (1.1) $\lambda_{\lambda}(1.2)$ with $a>0, b>0, \mu=0$ and $p \in(2,6)$ by using some simple energy estimates rather than the concentration-compactness principles adopted in [32].

To the best knowledge of ours, the existence of $L^{2}$-normalized solutions to (1.1) $\lambda_{\lambda}$ with $a \geq 0, b>0, \mu>0, p, q \in(2,6]$ and $p \neq q$ is still unknown. Without loss of generality, we set $q<p$ and consider problem (1.1) $)_{\lambda}$ in the following two cases, respectively,
(i) the mixed critical case: $a>0, b>0, c>0, \mu>0$ and $2<q<\frac{14}{3}<p \leq 6$;
(ii) the purely $L^{2}$-supercritical case: $a>0, b>0, c>0, \mu>0$ and $\frac{14}{3}<q<p \leq$ 6.

It is worth pointing out that in both (i) and (ii), we cover the Sobolev critical case $p=6$.

To state our main results, we say that $\tilde{u} \in H^{1}\left(\mathbb{R}^{3}\right)$ is a ground state of $\left.E_{\mu}\right|_{S_{c}}$ if

$$
\left.d E_{\mu}\right|_{S_{c}}(\tilde{u})=0 \quad \text { and } \quad E_{\mu}(\tilde{u})=\inf \left\{E_{\mu}(u):\left.d E_{\mu}\right|_{S_{c}}(u)=0, \text { and } u \in S_{c}\right\} .
$$

For $p, q \in(2,6]$, let

$$
\begin{equation*}
\delta_{q}=\frac{3(q-2)}{2 q} \quad \text { and } \quad \delta_{p}=\frac{3(p-2)}{2 p} . \tag{1.8}
\end{equation*}
$$

Notice that $\delta_{q}, \delta_{p} \in(0,1)$ and $\delta_{6}=1$. In addition, we see that

$$
4<q \delta_{q}<p \delta_{p} \text { if } \frac{14}{3}<q<p<6 ; q \delta_{q}<2<4<p \delta_{p} \text { if } 2<q<\frac{10}{3} \text { and } \frac{14}{3}<p<6 .
$$

For $2<q<\frac{10}{3}$ and $\frac{14}{3}<p \leq 6$, we denote:

$$
\begin{aligned}
& \mu^{*}:=\left[\frac{\frac{a}{2}\left(\frac{b p}{4 \mathcal{C}_{p}^{p}}\right)^{\frac{2-q \delta_{q}}{p \delta_{p}-4}}}{c^{q\left(1-\delta_{q}\right)+\frac{p\left(1-\delta_{p}\right)\left(2-q \delta_{q}\right)}{p \delta_{p}-4}}}+\frac{\left(\frac{b}{4}\right)^{\frac{p \delta_{p}-q \delta_{q}}{p \delta_{p}-4}}\left(\frac{p}{\mathcal{C}_{p}^{p}} c^{\frac{4-q \delta_{q}}{p^{\left(1-\delta_{p}-4\right.}}}\right.}{c^{\left(1-\delta_{q}\right)+\frac{p\left(1-p_{p}\right)\left(4-q \delta_{q}\right)}{p \delta_{p}-4}}}\right] \frac{q \mathcal{C}_{p, q}}{\mathcal{C}_{q}^{q}} ; \\
& \mu_{*}^{q}:=\left[\frac{q\left(p \delta_{p}-4\right) b}{4\left(p \delta_{p}-q \delta_{q}\right) \mathcal{C}_{q}^{q}}\right]\left[\frac{p\left(4-q \delta_{q}\right) b}{4\left(p \delta_{p}-q \delta_{q}\right) \mathcal{C}_{p}^{p}}\right]^{\frac{4-q \delta_{q}}{p \delta_{p}-4}} \frac{1}{c^{q\left(1-\delta_{q}\right)+\frac{p\left(1-\delta_{p}\right)\left(4-q \delta_{q}\right)}{p \delta_{p}-4}}} ; \\
& \mu^{* *}:=\frac{2\left(\frac{b}{\left.\delta_{q}\right)^{\frac{q \delta_{q}}{4}}}\right.}{\left(6-q \delta_{q}\right) \mathcal{C}_{q}^{q}} \cdot\left[\frac{12 q}{4-q \delta_{q}}\left(\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}\right)\right]^{1-\frac{q \delta_{q}}{4}} \frac{1}{c^{q\left(1-\delta_{q}\right)}},
\end{aligned}
$$

where

$$
\mathcal{C}_{p, q}:=\left(\frac{8\left(4-q \delta_{q}\right)}{p \delta_{p}\left(p \delta_{p}-2\right)\left(p \delta_{p}-q \delta_{q}\right)}\right)^{\frac{4-q \delta_{q}}{p \delta_{p}-4}}-\left(\frac{8\left(4-q \delta_{q}\right)}{p \delta_{p}\left(p \delta_{p}-2\right)\left(p \delta_{p}-q \delta_{q}\right)}\right)^{\frac{p \delta_{p}-q \delta_{q}}{p \delta_{p}-4}}>0,
$$

$\Lambda=\frac{b \mathcal{S}^{2}}{2}+\sqrt{a \mathcal{S}+\frac{b^{2} \mathcal{S}^{4}}{4}}$, the embedding constants $\mathcal{S}$ and $\mathcal{C}_{p}$ are given by

$$
\mathcal{S}=\inf _{u \in D^{1,2}\left(\mathbb{R}^{3}\right) \backslash\{0\}} \frac{\|\nabla u\|_{2}^{2}}{\|u\|_{6}^{2}}, \quad \frac{1}{\mathcal{C}_{p}}=\inf _{u \in H^{1}\left(\mathbb{R}^{3}\right) \backslash\{0\}} \frac{\|\nabla u\|_{2}^{\delta_{p}}\|u\|_{2}^{\left(1-\delta_{p}\right)}}{\|u\|_{p}}
$$

(see Section 2 below for details). Let $u_{0}$ be the unique ground state of $\left.E_{0}\right|_{S_{c}}$ (see Lemma 4.14). In the mixed critical case $2<q<\frac{14}{3}<p \leq 6$, our main results are the following Theorems 1.1-1.2.

Theorem 1.1. Let $a>0, b>0, c>0,2<q<\frac{10}{3}, \frac{14}{3}<p<6$ and $0<\mu<$ $\min \left\{\mu_{*}, \mu^{*}\right\}$. Then
(1) $\left.E_{\mu}\right|_{S_{c}}$ has a critical point $\tilde{u}_{c, \mu}$ at some energy level $m(c, \mu)<0$, which is a local minimizer of $E_{\mu}$ on the set

$$
A_{R_{0}}:=\left\{u \in S_{c}:\|\nabla u\|_{2}<R_{0}\right\}
$$

for a suitable $R_{0}=R_{0}(c, \mu)>0$. Moreover, $\tilde{u}_{c, \mu}$ is a ground state of $\left.E_{\mu}\right|_{S_{c}}$, and any ground state of $\left.E_{\mu}\right|_{S_{c}}$ is a local minimizer of $E_{\mu}$ on $A_{R_{0}}$;
(2) $\left.E_{\mu}\right|_{S_{c}}$ has a second critical point of Mountain Pass type $\hat{u}_{c, \mu}$ at some energy level $\sigma(c, \mu)>0$;
(3) $\tilde{u}_{c, \mu}$ solves (1.1) $\tilde{\lambda}_{c, \mu}$ and $\hat{u}_{c, \mu}$ solves (1.1) $\hat{\lambda}_{c, \mu}$ for some $\tilde{\lambda}_{c, \mu}, \hat{\lambda}_{c, \mu}<0$. Both $\tilde{u}_{c, \mu}$ and $\hat{u}_{c, \mu}$ are positive and radially symmetric. Moreover, $\tilde{u}_{c, \mu}$ is radially deceasing;
(4) If $\tilde{u}_{c, \mu} \in S_{c}$ is a ground state for $\left.E_{\mu}\right|_{S_{c}}$, then $m(c, \mu) \rightarrow 0^{-},\left\|\nabla \tilde{u}_{c, \mu}\right\|_{2} \rightarrow 0$ as $\mu \rightarrow 0^{+}$;
(5) $\sigma(c, \mu) \rightarrow m(c, 0)$ and $\hat{u}_{c, \mu} \rightarrow u_{0}$ in $H^{1}\left(\mathbb{R}^{3}\right)$ as $\mu \rightarrow 0^{+}$, where $m(c, 0)=E_{0}\left(u_{0}\right)$ and $u_{0}$ is the unique ground state of $\left.E_{0}\right|_{S_{c}}$.
Theorem 1.2. Let $a>0, b>0, c>0,2<q<\frac{10}{3}, p=6$ and $0<\mu<$ $\min \left\{\mu_{*}, \mu^{*}, \mu^{* *}\right\}$. Then
(1) $\left.E_{\mu}\right|_{S_{c}}$ has a critical point $\tilde{u}_{c, \mu}$ at some energy level $m(c, \mu)<0$, which is a local minimizer of $E_{\mu}$ on the set

$$
A_{R_{0}}:=\left\{u \in S_{c}:\|\nabla u\|_{2}<R_{0}\right\}
$$

for a suitable $R_{0}=R_{0}(c, \mu)>0$. Moreover, $\tilde{u}_{c, \mu}$ is a ground state of $\left.E_{\mu}\right|_{S_{c}}$, and any ground state of $\left.E_{\mu}\right|_{S_{c}}$ is a local minimizer of $E_{\mu}$ on $A_{R_{0}}$;
(2) $\tilde{u}_{c, \mu}$ solves (1.1) $\tilde{\lambda}_{c, \mu}$ for some $\tilde{\lambda}_{c, \mu}<0$. Moreover, $\tilde{u}_{c, \mu}$ is positive and radially deceasing;
(3) If $\tilde{u}_{c, \mu} \in S_{c}$ is a ground state for $\left.E_{\mu}\right|_{S_{c}}$, then $m(c, \mu) \rightarrow 0^{-},\left\|\nabla \tilde{u}_{c, \mu}\right\|_{2} \rightarrow 0$ as $\mu \rightarrow 0^{+}$.
In the purely $L^{2}$-supercritical case $\frac{14}{3}<q<p \leq 6$, we have the following results.
Theorem 1.3. Let $a>0, b>0, c>0, \frac{14}{3}<q<p<6$ and $\mu>0$. Then
(1) $\left.E_{\mu}\right|_{S_{c}}$ has a critical point of Mountain Pass type $\hat{u}_{c, \mu}$ at a positive level $\sigma(c, \mu)>0$;
(2) $\hat{u}_{c, \mu}$ is a positive radial solution to (1.1) $\hat{\lambda}_{c, \mu}$ for suitable $\hat{\lambda}_{c, \mu}<0$. In addition, $\hat{u}_{c, \mu}$ is a ground state of $\left.E_{\mu}\right|_{S_{c}}$;
(3) $\sigma(c, \mu) \rightarrow m(c, 0)$ and $\hat{u}_{c, \mu} \rightarrow u_{0}$ in $H^{1}\left(\mathbb{R}^{3}\right)$ as $\mu \rightarrow 0^{+}$, where $m(c, 0)=E_{0}\left(u_{0}\right)$ and $u_{0}$ is the unique ground state of $\left.E_{0}\right|_{S_{c}}$.
Theorem 1.4. Let $a>0, b>0, c>0, \frac{14}{3}<q<6, p=6$ and $\mu>0$. Then
(1) $\left.E_{\mu}\right|_{S_{c}}$ has a critical point of Mountain Pass type $\hat{u}_{c, \mu}$ at level $\sigma(c, \mu) \in\left(0, \frac{a S \Lambda}{3}+\right.$ $\frac{b S^{2} \Lambda^{2}}{12}$;
(2) $\hat{u}_{c, \mu}$ is a positive radial solution to (1.1) $\hat{\lambda}_{c, \mu}$ for suitable $\hat{\lambda}_{c, \mu}<0$. In addition, $\hat{u}_{c, \mu}$ is a ground state of $\left.E_{\mu}\right|_{S_{c}}$;
(3) $\sigma(c, \mu) \rightarrow \frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12},\left\|\hat{u}_{\mu}\right\|_{6}^{2} \rightarrow \Lambda,\left\|\nabla \hat{u}_{c, \mu}\right\|_{2}^{2} \rightarrow \mathcal{S} \Lambda$ as $\mu \rightarrow 0^{+}$, where $\Lambda=\frac{b S^{2}}{2}+\sqrt{a \mathcal{S}+\frac{b^{2} \mathcal{S}^{4}}{4}}$.
Remark 1.1 Our results extend the results of Soave [27, 28], which studied nonlinear Schrödinger equations with combined nonlinearities, to the Kirchhoff equations. Compared with the cases $a+b>0$ and $a b=0$, our case $a>0$ and $b>0$ is more difficult since the corresponding fiber map $\Psi_{u}^{\mu}(s)$ has four different terms (see (2.6) below). In fact, it is delicate to precisely determine the numbers and types of critical points to $\Psi_{u}^{\mu}(s)$; in the meantime, the compactness analysis and energy estimates involving Sobolev critical exponent are very technical, since $b>0$ brings in the nonlocal term $\left(\int_{\mathbb{R}^{3}}|\nabla u|^{2}\right) \Delta u$. If $a=1$ and $b=0$, our results cover the existence results of $[27,28]$ in 3-dimensional case; in particular, we see that $\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}=\frac{\mathcal{S}^{\frac{3}{2}}}{3}$, which is nothing but the well-known critical energy threshold corresponding to 3 -dimensional Schrödinger equation. For the degenerate case $a=0$, the gap $\frac{10}{3}<q<\frac{14}{3}$ in Theorems 1.1-1.2 can be filled, since $\Psi_{u}^{\mu}(s)$ has only three different terms and its critical points are easily determined.

Remark 1.2 If $2<q<\frac{10}{3}$ and $\frac{14}{3}<p<6$, we obtain two critical points for $\left.E_{\mu}\right|_{S_{c}}$ in Theorem 1.1 because $E_{\mu}$ admits a convex-concave geometry provided $0<\mu<\mu^{*}$. The additional condition $\mu<\mu_{*}$ guarantees the Pohozaev manifold $\mathcal{P}_{c, \mu}$ is a natural constraint, on which the critical points of $E_{\mu}$ are indeed critical points for $\left.E_{\mu}\right|_{S_{c}}$ (see Lemma 4.2 below). The condition $\mu<\mu^{* *}$ in Theorem 1.2 is crucial in compactness analysis of the Palais-Smale sequences corresponding to $\left.E_{\mu}\right|_{S_{c}}$. If $2<q<\frac{14}{3}$ and $p=6$, it is still a pending issue on how to obtain the second critical point for $\left.E_{\mu}\right|_{S_{c}}$ even in the case $b=0$ (an open question raised by Soave [28]). For $b=0$, Jeanjean and Le [17] solved this open question if the dimension $N$ of the work space satisfies $N \geq 4$. Therefore, the method of [17] is not applicable to our case since $N=3$. When it comes to the range $\frac{14}{3}<q<p \leq 6$, the convex-concave geometry of $E_{\mu}$ disappears, we get at least one critical point for $\left.E_{\mu}\right|_{S_{c}}$ in Theorems 1.3-1.4 because $E_{\mu}$ admits a Mountain Pass geometry.

The proofs of Theorems 1.1-1.4 are motivated by [5, 15, 27, 28], which studied the Schrödinger equations. In the $L^{2}$-supercritical regime, the global minimization method adopted in [32] does not work and it is difficult to prove the boundedness of a Palais-Smale sequence corresponding to $\left.E_{\mu}\right|_{S_{c}}$. Furthermore, the main obstacle for Kirchhoff-type problems is that we can not deduce

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\nabla u_{n}\right\|_{2}^{2} \int_{\mathbb{R}^{3}} \nabla u_{n} \nabla \phi d x=\|\nabla u\|_{2}^{2} \int_{\mathbb{R}^{3}} \nabla u \nabla \phi d x, \quad \forall \phi \in H^{1}\left(\mathbb{R}^{3}\right) \tag{1.10}
\end{equation*}
$$

only by $u_{n} \rightharpoonup u$ weakly in $H^{1}\left(\mathbb{R}^{3}\right)$.
Usually, a bounded Palais-Smale sequence of $\left.E_{\mu}\right|_{S_{c}}$ can be obtained by using the Pohozaev constraint approach (see [5, 15, 27, 28]). That is to say, we can construct a special Palais-Smale sequence $\left\{u_{n}\right\} \subset H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{3}\right)$ for $\left.E_{\mu}\right|_{S_{c}}$ with

$$
\begin{equation*}
P_{\mu}\left(u_{n}\right)=a\left\|\nabla u_{n}\right\|_{2}^{2}+b\left\|\nabla u_{n}\right\|_{2}^{4}-\mu \delta_{q}\left\|u_{n}\right\|_{q}^{q}-\delta_{p}\left\|u_{n}\right\|_{p}^{p}=o_{n}(1), \tag{1.11}
\end{equation*}
$$

then $\left\{u_{n}\right\}$ is bounded in $H^{1}\left(\mathbb{R}^{3}\right)$. Once proving $u_{n} \rightharpoonup u \not \equiv 0$ in $H^{1}\left(\mathbb{R}^{3}\right)$ for some $u \in H^{1}\left(\mathbb{R}^{3}\right)$, we can define

$$
\begin{equation*}
B:=\lim _{n \rightarrow \infty}\left\|\nabla u_{n}\right\|_{2}^{2} \geq\|\nabla u\|_{2}^{2}>0 \tag{1.12}
\end{equation*}
$$

and hence (1.10) follows in a standard way if $p, q \in(2,6)$ (see Proposition 3.1 below).
However, the Sobolev critical case $q \in(2,6)$ and $p=6$ is much different from the case where $p, q \in(2,6)$. The proof of (1.12) depends on solving a quartic polynomial equation. We develop a perturbed Pohozaev constraint approach to prove (1.10). Briefly speaking, the main observation is to rewrite $P_{\mu}\left(u_{n}\right)=o_{n}(1)$ (see (1.11)) as

$$
\begin{equation*}
o_{n}(1)=P_{\mu}\left(u_{n}\right)=(a+B b)\left\|\nabla u_{n}\right\|_{2}^{2}-\mu \delta_{q}\|u\|_{q}^{q}-\left\|u_{n}\right\|_{6}^{6}+o_{n}(1), \tag{1.13}
\end{equation*}
$$

where $B$ is defined in (1.12). The revision (1.13) is the key point in proving (1.10), since it possesses the splitting properties of the Brézis-Lieb lemma (see [2]). Then, a subtle compactness analysis of $\left\{u_{n}\right\}$ leads to (1.10) (see Proposition 3.2 below).

It remains to search a suitable Palais-Smale sequence $\left\{u_{n}\right\} \subset H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{3}\right)$ for $\left.E_{\mu}\right|_{S_{c}}$. To this end, we need to know a clear picture of the corresponding fiber map $\Psi_{u}^{\mu}(s)$ (see (2.6) below). This process is quite different from that adopted in [27, 28] since the appearance of the nonlocal term $\left(\int_{\mathbb{R}^{3}}|\nabla u|^{2}\right) \Delta u$. We reach this goal by a careful analysis of the profile of some polynomials (see Lemma 4.3 and Lemma 5.1).

The rest is standard as in [27, 28]. In the case of $2<q<\frac{10}{3}$ and $\frac{14}{3}<p \leq 6$, we first study a local minimization problem $m(c, \mu):=\inf _{u \in A_{R_{0}}} E_{\mu}(u)$ for some $R_{0}>0$. By using rearrangement technique and the Ekeland's variational principle, we get a desired Palais-Smale sequence $\left\{u_{n}\right\}$ for $\left.E_{\mu}\right|_{S_{c}}$ at energy level $m(c, \mu)<0$. The compactness of $\left\{u_{n}\right\}$ guarantees the existence of a local minimizer for $\left.E_{\mu}\right|_{A_{R_{0}}}$ if $2<$ $q<\frac{10}{3}$ and $\frac{14}{3}<p<6$. Utilizing $m(c, \mu)$ and a min-max principle (see Lemma 2.7), we also get a Mountain Pass type critical point for $\left.E_{\mu}\right|_{S_{c}}$. If $2<q<\frac{10}{3}$ and $p=6$, we recover the compactness of $\left\{u_{n}\right\}$ by using $\mu<\mu^{* *}$ and $m(c, \mu)<0$.

In the case of $\frac{14}{3}<q<p \leq 6$, we obtain a Mountain Pass critical point for $\left.E_{\mu}\right|_{S_{c}}$ at energy level $\sigma(c, \mu)$ by a min-max principle. The selected Palais-Smale sequence $\left\{u_{n}\right\}$ for $\left.E_{\mu}\right|_{S_{c}}$ is compact provided $\frac{14}{3}<q<p<6$. However, we need the extra energy estimate $\sigma(c, \mu)<\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}$ to recover the compactness of $\left\{u_{n}\right\}$ when $\frac{14}{3}<q<6$ and $p=6$. Since $b>0$ and the min-max procedure is confined by the $L^{2}$-constraint, the proof of $\sigma(c, \mu)<\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}$ is very delicate (see Lemma 5.5 below).

This paper is organized as follows, in Section 2, we give some preliminaries. In Section 3, we give the compactness analysis of Palais-Smale sequences for $\left.E_{\mu}\right|_{S_{c}}$. In Section 4, we consider the mixed critical case and prove Theorems 1.1-1.2. In Section 5, we study the purely $L^{2}$-supercritical case and prove Theorems 1.3-1.4.

Notations. Throughout this paper, we use standard notations. The integral $\int_{\mathbb{R}^{3}} f d x$ is simply denoted by $\int_{\mathbb{R}^{3}} f$. For $1 \leq p<\infty$ and $u \in L^{p}\left(\mathbb{R}^{3}\right)$, we denote $\|u\|_{p}:=\left(\int_{\mathbb{R}^{3}}|u|^{p}\right)^{\frac{1}{p}}$. The Hilbert space $H^{1}\left(\mathbb{R}^{3}\right)$ is defined as

$$
H^{1}\left(\mathbb{R}^{3}\right):=\left\{u \in L^{2}\left(\mathbb{R}^{3}\right): \nabla u \in L^{2}\left(\mathbb{R}^{3}\right)\right\}
$$

with the inner product $(u, v):=\int_{\mathbb{R}^{3}} \nabla u \nabla v+\int_{\mathbb{R}^{3}} u v$ and norm $\|u\|:=\left(\|\nabla u\|_{2}^{2}+\|u\|_{2}^{2}\right)^{\frac{1}{2}}$. $H^{-1}\left(\mathbb{R}^{3}\right)$ is the dual space of $H^{1}\left(\mathbb{R}^{3}\right)$. The space $D^{1,2}\left(\mathbb{R}^{3}\right)$ is defined as

$$
D^{1,2}\left(\mathbb{R}^{3}\right):=\left\{u \in L^{6}\left(\mathbb{R}^{3}\right): \nabla u \in L^{2}\left(\mathbb{R}^{3}\right)\right\}
$$

which is in fact the completion of $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ under the norm $\|u\|_{D^{1,2}\left(\mathbb{R}^{3}\right)}=\|\nabla u\|_{2}$. For $N \geq 1, H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{N}\right):=\left\{u(x) \in H^{1}\left(\mathbb{R}^{N}\right): u(x)=u(|x|)\right\}, H_{+}^{1}\left(\mathbb{R}^{N}\right):=\{u(x) \in$ $\left.H^{1}\left(\mathbb{R}^{N}\right): u(x) \geq 0\right\}$ and $S_{c, r}:=H_{\mathrm{rad}}^{1} \cap S_{c}=\left\{u \in H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{3}\right):\|u\|_{2}^{2}=c^{2}\right\}$. We use " $\rightarrow$ " and " $\rightharpoonup$ " to denote the strong and weak convergence in the related function spaces respectively. $C$ and $C_{i}$ will denote positive constants. $\langle\cdot, \cdot\rangle$ denote the dual pair for any Banach space and its dual space. $X \hookrightarrow Y$ means $X$ embeds into $Y$. $o_{n}(1)$ and $O_{n}(1)$ mean that $\left|o_{n}(1)\right| \rightarrow 0$ and $\left|O_{n}(1)\right| \leq C$ as $n \rightarrow+\infty$, respectively.

## 2. Preliminaries

In this Section, we give some preliminaries. The next lemma is the Sobolev embedding.

Lemma 2.1. [29] There exists a constant $\mathcal{S}>0$ such that

$$
\begin{equation*}
\mathcal{S}=\inf _{u \in D^{1,2}\left(\mathbb{R}^{3}\right) \backslash\{0\}} \frac{\|\nabla u\|_{2}^{2}}{\|u\|_{6}^{2}} . \tag{2.1}
\end{equation*}
$$

Lemma 2.2. (Gagliardo-Nirenberg inequality, [30]) Let $p \in(2,6)$. Then there exists a constant $\mathcal{C}_{p}=\left(\frac{p}{2\left\|W_{p}\right\|_{2}^{p-2}}\right)^{\frac{1}{p}}>0$ such that

$$
\begin{equation*}
\|u\|_{p} \leq \mathcal{C}_{p}\|\nabla u\|_{2}^{\delta_{p}}\|u\|_{2}^{\left(1-\delta_{p}\right)}, \quad \forall u \in H^{1}\left(\mathbb{R}^{3}\right) \tag{2.2}
\end{equation*}
$$

where $\delta_{p}=\frac{3(p-2)}{2 p}$ and $W_{p}$ is the unique positive solution of $-\Delta W+\left(\frac{1}{\delta_{p}}-1\right) W=$ $\frac{2}{p \delta_{p}}|W|^{p-2} W$.

For any $u \in S_{c}$, (2.2) indicates that $\inf _{u \in S_{c}} E_{\mu}(u)>-\infty$ if $p, q \in\left(2, \frac{14}{3}\right)$. On the contrary, we have $\inf _{u \in S_{c}} E_{\mu}(u)=-\infty$ for $\frac{14}{3}<q \leq 6$ or $\frac{14}{3}<p \leq 6$, and therefore the global minimization method used in [32] does not work any more. Naturally, we would hope to overcome this difficulty by using the Pohozaev constraint method adopted in $[27,28]$. To this end, we need the following lemma which is related to the Pohozaev identity.

Lemma 2.3. Let $a \geq 0, b>0, p, q \in(2,6]$ and $\mu, \lambda \in \mathbb{R}$. If $u \in H^{1}\left(\mathbb{R}^{3}\right)$ is a weak solution of

$$
\begin{equation*}
-\left(a+b \int_{\mathbb{R}^{3}}|\nabla u|^{2}\right) \Delta u=\lambda u+|u|^{p-2} u+\mu|u|^{q-2} u \text { in } \mathbb{R}^{3}, \tag{2.3}
\end{equation*}
$$

then the Pohozaev identity $P_{\mu}(u):=a\|\nabla u\|_{2}^{2}+b\|\nabla u\|_{2}^{4}-\mu \delta_{q}\|u\|_{q}^{q}-\delta_{p}\|u\|_{p}^{p}=0$ holds.
Proof. If $u \equiv 0$, then $P_{\mu}(u)=0$. If $u \not \equiv 0$, (2.3) becomes $-(a+b B) \Delta u=$ $\lambda u+|u|^{p-2} u+\mu|u|^{q-2} u$ for $B=\int_{\mathbb{R}^{3}}|\nabla u|^{2}$, then the elliptic regularity theory implies that $u \in C^{2}\left(\mathbb{R}^{3}\right)$. The rest is standard as in [25].

When $\inf _{u \in S_{c}} E_{\mu}(u)=-\infty$, we introduce the Pohozaev set:

$$
\begin{equation*}
\mathcal{P}_{c, \mu}=\left\{u \in S_{c}: 0=P_{\mu}(u)=a\|\nabla u\|_{2}^{2}+b\|\nabla u\|_{2}^{4}-\mu \delta_{q}\|u\|_{q}^{q}-\delta_{p}\|u\|_{p}^{p}\right\} . \tag{2.4}
\end{equation*}
$$

Lemma 2.3 implies that any critical point of $\left.E_{\mu}\right|_{S_{c}}$ is contained in $\mathcal{P}_{c, \mu}$. For $u \in S_{c}$ and $s \in \mathbb{R}$, we define

$$
\begin{equation*}
(s \star u)(x):=e^{\frac{3}{2} s} u\left(e^{s} x\right) . \tag{2.5}
\end{equation*}
$$

Then, $s \star u \in S_{c}$ and that the map $(s, u) \in \mathbb{R} \times H^{1}\left(\mathbb{R}^{3}\right) \mapsto s \star u \in H^{1}\left(\mathbb{R}^{3}\right)$ is continuous (see Lemma 3.5 in [3]). Let $u \in S_{c}$ and $\mu \in \mathbb{R}^{+}$be fixed, we define the fiber map

$$
\begin{equation*}
\Psi_{u}^{\mu}(s):=E_{\mu}(s \star u)=\frac{a}{2} e^{2 s}\|\nabla u\|_{2}^{2}+\frac{b}{4} e^{4 s}\|\nabla u\|_{2}^{4}-\mu \frac{e^{q \delta_{q} s}}{q}\|u\|_{q}^{q}-\frac{e^{p \delta_{p} s}}{p}\|u\|_{p}^{p}, \quad \forall s \in \mathbb{R} . \tag{2.6}
\end{equation*}
$$

Direct calculation gives

$$
\begin{equation*}
\left(\Psi_{u}^{\mu}\right)^{\prime}(s)=a e^{2 s}\|\nabla u\|_{2}^{2}+b e^{4 s}\|\nabla u\|_{2}^{4}-\mu \delta_{q} e^{q \delta_{q} s}\|u\|_{q}^{q}-\delta_{p} e^{p \delta_{p} s}\|u\|_{p}^{p}=P_{\mu}(s \star u) . \tag{2.7}
\end{equation*}
$$

Therefore, $\left(\Psi_{u}^{\mu}\right)^{\prime}(s)=0$ if and only if $s \star u \in \mathcal{P}_{c, \mu}$. From (2.7), we see immediately that:

Corollary 2.4. Let $u \in S_{c}$ and $\mu \in \mathbb{R}^{+}$. Then $s \in \mathbb{R}$ is a critical point for $\Psi_{u}^{\mu}$ if and only if $s \star u \in \mathcal{P}_{c, \mu}$.

To determine the exact location and types of some critical points for $\left.E_{\mu}\right|_{S_{c}}$, we observe that $\mathcal{P}_{c, \mu}$ can be split into the disjoint union $\mathcal{P}_{c, \mu}=\mathcal{P}_{+}^{c, \mu} \cup \mathcal{P}_{0}^{c, \mu} \cup \mathcal{P}_{-}^{c, \mu}$, where

$$
\begin{aligned}
\mathcal{P}_{+}^{c, \mu} & :=\left\{u \in \mathcal{P}_{c, \mu}:\left(\Psi_{u}^{\mu}\right)^{\prime \prime}(0)>0\right\}, \quad \mathcal{P}_{-}^{c, \mu}:=\left\{u \in \mathcal{P}_{c, \mu}:\left(\Psi_{u}^{\mu}\right)^{\prime \prime}(0)<0\right\}, \\
\mathcal{P}_{0}^{c, \mu} & :=\left\{u \in \mathcal{P}_{c, \mu}:\left(\Psi_{u}^{\mu}\right)^{\prime \prime}(0)=0\right\} \quad \text { for } \\
\left(\Psi_{u}^{\mu}\right)^{\prime \prime}(0) & :=2 a\|\nabla u\|_{2}^{2}+4 b\|\nabla u\|_{2}^{4}-\mu q \delta_{q}^{2}\|u\|_{q}^{q}-p \delta_{p}^{2}\|u\|_{p}^{p} .
\end{aligned}
$$

We also need the following lemma.
Lemma 2.5. [3, Lemma 3.6] For $u \in S_{c}$ and $s \in \mathbb{R}$, the map $\varphi \mapsto s \star \varphi$ from $T_{u} S_{c}$ to $T_{s \star u} S_{c}$ is a linear isomorphism with inverse $\psi \mapsto(-s) \star \psi$, where $T_{u} S_{c}:=\left\{\varphi \in S_{c}: \int_{\mathbb{R}^{3}} u \varphi=0\right\}$.

Definition 2.6. Let $X$ be a topological space and $B$ be a closed subset of $X$. We shall say that a class $\mathcal{F}$ of compact subsets of $X$ is a homotopy-stable family with extended boundary $B$ if for any set $A$ in $\mathcal{F}$ and any $\eta \in C([0,1] \times X ; X)$ satisfying $\eta(t, x)=x$ for all $(t, x) \in(\{0\} \times X) \cup([0,1] \times B)$ we have that $\eta(\{1\} \times A) \in \mathcal{F}$.

The following Lemma 2.7 is a min-max principle obtained by Ghoussoub [11].
Lemma 2.7. [11, Theorem 5.2] Let $\varphi$ be a $C^{1}$-functional on a complete connected $C^{1}$-Finsler manifold $X$ and consider a homotopy-stable family $\mathcal{F}$ with an extended closed boundary $B$. Set $m=m(\varphi, \mathcal{F})$ and let $F$ be a closed subset of $X$ satisfying
(1) $(A \cap F) \backslash B \neq \emptyset$ for every $A \in \mathcal{F}$,
(2) $\sup \varphi(B) \leq m \leq \inf \varphi(F)$.

Then, for any sequence of sets $\left(A_{n}\right)_{n}$ in $\mathcal{F}$ such that $\lim _{n} \sup _{A_{n}} \varphi=m$, there exists a sequence $\left(x_{n}\right)_{n}$ in $X$ such that
$\lim _{n \rightarrow+\infty} \varphi\left(x_{n}\right)=m, \lim _{n \rightarrow+\infty}\left\|d \varphi\left(x_{n}\right)\right\|=0, \lim _{n \rightarrow+\infty} \operatorname{dist}\left(x_{n}, F\right)=0, \lim _{n \rightarrow+\infty} \operatorname{dist}\left(x_{n}, A_{n}\right)=0$.

## 3. Compactness analysis of Palais-Smale sequences for $\left.E_{\mu}\right|_{S_{c}}$

In this Section, we give the compactness analysis of Palais-Smale sequences for $\left.E_{\mu}\right|_{S_{c}}$. The next two propositions are motivated by [27, 28], which studied nonlinear Schrödinger equations ( $a=1, b=0$ in our cases). To deal with the special difficulties created by the nonlocal term $\left(\int_{\mathbb{R}^{3}}|\nabla u|^{2}\right) \Delta u$, we develop a perturbed Pohozaev constraint approach in proving Proposition 3.2.

In the Sobolev subcritical case $p, q \in(2,6)$, we have

Proposition 3.1. Let $a>0, b>0, c>0, \mu>0,2<q<\frac{14}{3}<p<6$ or $\frac{14}{3}<q<p<6$. Let $\left\{u_{n}\right\} \subset S_{c, r}$ be a Palais-Smale sequence for $\left.E_{\mu}\right|_{S_{c}}$ at energy level $m \neq 0$ with $P_{\mu}\left(u_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Then up to a subsequence $u_{n} \rightarrow u$ strongly in $H^{1}\left(\mathbb{R}^{3}\right)$ for some $u \in H^{1}\left(\mathbb{R}^{3}\right)$. Moreover, $u \in S_{c}$ and $u$ is a radial solution to (1.1) $\lambda_{\lambda}$ for some $\lambda<0$.

Proof. The proof is divided into four main steps.
(1) Boundedness of $\left\{u_{n}\right\}$ in $H^{1}\left(\mathbb{R}^{3}\right)$. If $2<q<\frac{14}{3}<p<6$, we have $q \delta_{q}<4<p \delta_{p}$ and

$$
E_{\mu}\left(u_{n}\right)=\left(\frac{a}{2}-\frac{a}{p \delta_{p}}\right)\left\|\nabla u_{n}\right\|_{2}^{2}+\left(\frac{b}{4}-\frac{b}{p \delta_{p}}\right)\left\|\nabla u_{n}\right\|_{2}^{4}-\frac{\mu}{q}\left(1-\frac{q \delta_{q}}{p \delta_{p}}\right)\left\|u_{n}\right\|_{q}^{q}+o_{n}(1)
$$

by $P_{\mu}\left(u_{n}\right)=o_{n}(1)$. It results to

$$
\begin{aligned}
& \left(\frac{a}{2}-\frac{a}{p \delta_{p}}\right)\left\|\nabla u_{n}\right\|_{2}^{2}+\left(\frac{b}{4}-\frac{b}{p \delta_{p}}\right)\left\|\nabla u_{n}\right\|_{2}^{4} \\
& \leq(m+1)+\frac{\mu}{q}\left(1-\frac{q \delta_{q}}{p \delta_{p}}\right) \mathcal{C}_{q}^{q}\left\|\nabla u_{n}\right\|_{2}^{q \delta_{q}} c^{q\left(1-\delta_{q}\right)},
\end{aligned}
$$

which gives $\left\|\nabla u_{n}\right\|_{2} \leq C$. If $\frac{14}{3}<q<p<6$, we have $4<q \delta_{q}<p \delta_{p}$ and $E_{\mu}\left(u_{n}\right)=$ $\frac{a}{4}\left\|\nabla u_{n}\right\|_{2}^{2}+\left(\frac{\delta_{p}}{4}-\frac{1}{p}\right)\left\|u_{n}\right\|_{p}^{p}+\mu\left(\frac{\delta_{q}}{4}-\frac{1}{q}\right)\left\|u_{n}\right\|_{q}^{q}+o_{n}(1) \leq(m+1)$. So $\left\{u_{n}\right\}$ is bounded in $H^{1}\left(\mathbb{R}^{3}\right)$.
(2) $\exists$ Lagrange multipliers $\lambda_{n} \rightarrow \lambda \in \mathbb{R}$. Since $H_{\mathrm{rad}}^{1}\left(\mathbb{R}^{3}\right) \hookrightarrow L^{r}\left(\mathbb{R}^{3}\right)$ is compact for $r \in(2,6)$, we deduce that there exists an $u \in H_{\mathrm{rad}}^{1}$ such that, up to a subsequence,

$$
u_{n} \rightharpoonup u \text { in } H^{1}\left(\mathbb{R}^{3}\right), \quad u_{n} \rightarrow u \text { in } L^{r}\left(\mathbb{R}^{3}\right), \quad u_{n} \rightarrow u \text { a.e. on } \mathbb{R}^{3} .
$$

Notice that $\left\{u_{n}\right\}$ is a Palais-Smale sequence of $\left.E_{\mu}\right|_{S_{c}}$, by the Lagrange multipliers rule there exists $\lambda_{n} \in \mathbb{R}$ such that

$$
\begin{align*}
& \left(a+b\left\|\nabla u_{n}\right\|_{2}^{2}\right) \int_{\mathbb{R}^{3}} \nabla u_{n} \nabla \varphi-\mu \int_{\mathbb{R}^{3}}\left|u_{n}\right|^{q-2} u_{n} \varphi-\int_{\mathbb{R}^{3}}\left|u_{n}\right|^{p-2} u_{n} \varphi  \tag{3.1}\\
& -\lambda_{n} \int_{\mathbb{R}^{3}} u_{n} \varphi=o_{n}(1)
\end{align*}
$$

for every $\varphi \in H^{1}\left(\mathbb{R}^{3}\right)$, where $o_{n}(1) \rightarrow 0$ as $n \rightarrow \infty$. In particular, take $\varphi=u_{n}$, then

$$
\lambda_{n} c^{2}=a\left\|\nabla u_{n}\right\|_{2}^{2}+b\left\|\nabla u_{n}\right\|_{2}^{4}-\mu\left\|u_{n}\right\|_{q}^{q}-\left\|u_{n}\right\|_{p}^{p}+o_{n}(1) .
$$

The boundedness of $\left\{u_{n}\right\}$ in $H^{1} \cap L^{q} \cap L^{p}$ implies that $\lambda_{n} \rightarrow \lambda \in \mathbb{R}$, up to a subsequence.
(3) $\lambda<0$ and $u \not \equiv 0$. Recalling that $P_{\mu}\left(u_{n}\right) \rightarrow 0$, we have

$$
\lambda_{n} c^{2}=\mu\left(\delta_{q}-1\right)\left\|u_{n}\right\|_{q}^{q}+\left(\delta_{p}-1\right)\left\|u_{n}\right\|_{p}^{p}+o_{n}(1) .
$$

Letting $n \rightarrow+\infty$, then $\lambda c^{2}=\mu\left(\delta_{q}-1\right)\|u\|_{q}^{q}+\left(\delta_{p}-1\right)\|u\|_{p}^{p}$. Since $\mu>0$ and $0<\delta_{q}, \delta_{p}<1$, we deduce that $\lambda \leq 0$, with " $=$ " if and only if $u \equiv 0$. If $\lambda_{n} \rightarrow 0$, we have $\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{p}^{p}=0=\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{q}^{q}$. Using again $P_{\mu}\left(u_{n}\right) \rightarrow 0$, we have $E_{\mu}\left(u_{n}\right) \rightarrow 0$. A contradiction with $E_{\mu}\left(u_{n}\right) \rightarrow m \neq 0$ and thus $\lambda_{n} \rightarrow \lambda<0$ and $u \not \equiv 0$.
(4) $u_{n} \rightarrow u$ in $H^{1}\left(\mathbb{R}^{3}\right)$. Since $u_{n} \rightharpoonup u \not \equiv 0$ in $H^{1}\left(\mathbb{R}^{3}\right)$, we get $B:=\lim _{n \rightarrow \infty}\left\|\nabla u_{n}\right\|_{2}^{2}$ $\geq\|\nabla u\|_{2}^{2}>0$. Then, (3.1) implies that

$$
\begin{equation*}
(a+b B) \int_{\mathbb{R}^{3}} \nabla u \nabla \varphi-\mu \int_{\mathbb{R}^{3}}|u|^{q-2} u \varphi-\int_{\mathbb{R}^{3}}|u|^{p-2} u \varphi-\lambda \int_{\mathbb{R}^{3}} u \varphi=0, \tag{3.2}
\end{equation*}
$$

for all $\varphi \in H^{1}\left(\mathbb{R}^{3}\right)$. Test (3.1)-(3.2) with $\varphi=u_{n}-u$, we obtain $(a+b B) \| \nabla\left(u_{n}-\right.$ $u)\left\|_{2}^{2}-\lambda\right\| u_{n}-u \|_{2}^{2} \rightarrow 0$.

The Sobolev critical case $q \in(2,6)$ and $p=6$ is more difficult than the case $p, q \in(2,6)$. We develop a perturbed Pohozaev constraint approach to prove Proposition 3.2. The key point is a revision of $P_{\mu}\left(u_{n}\right)=o_{n}(1)$, which makes it possible to split $P_{\mu}\left(u_{n}\right)=o_{n}(1)$ via the Brézis-Lieb lemma (see [2]).

Proposition 3.2. Let $a>0, b>0, c>0, \mu>0,2<q<\frac{14}{3}<p=6$ or $\frac{14}{3}<q<p=6$. Let $\left\{u_{n}\right\} \subset S_{c, r}$ be a Palais-Smale sequence for $\left.E_{\mu}\right|_{S_{c}}$ at energy level $m \neq 0$, with

$$
m<\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12} \quad \text { and } \quad P_{\mu}\left(u_{n}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

where $\mathcal{S}=\inf _{v \in D^{1,2}\left(\mathbb{R}^{3}\right) \backslash\{0\}} \frac{\|\nabla v\|_{2}^{2}}{\|v\|_{6}^{2}}$ and $\Lambda=\frac{b \mathcal{S}^{2}}{2}+\sqrt{a \mathcal{S}+\frac{b^{2} \mathcal{S}^{4}}{4}}$. Then, up to a subsequence, one of the following alternatives holds:
(i) either $u_{n} \rightharpoonup u \not \equiv 0$ weakly in $H^{1}\left(\mathbb{R}^{3}\right)$ but not strongly, where $u$ solves

$$
\begin{equation*}
-(a+B b) \Delta u=\lambda u+|u|^{4} u+\mu|u|^{q-2} u \text { in } \mathbb{R}^{3} \tag{3.4}
\end{equation*}
$$

for some $\lambda<0$, and $m-\left(\frac{a S \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}\right) \geq I_{\mu}(u):=\left(\frac{a}{2}+\frac{B b}{4}\right)\|\nabla u\|_{2}^{2}-\frac{1}{6}\|u\|_{6}^{6}-$ $\frac{\mu}{q}\|u\|_{q}^{q}$ for $B:=\lim _{n \rightarrow \infty}\left\|\nabla u_{n}\right\|_{2}^{2}>0$.
(ii) or $u_{n} \rightarrow u$ strongly in $H^{1}\left(\mathbb{R}^{3}\right)$ for some $u \in H^{1}\left(\mathbb{R}^{3}\right)$. Moreover, $u \in S_{c}$, $E_{\mu}(u)=m$ and $u$ solves (1.1) $)_{\lambda}-(1.2)$ for some $\lambda<0$.
Proof. The proof is divided into four main steps. Similar to the proof of Proposition 3.1, we can easily get steps (1) and (2), that is,
(1) $\left\{u_{n}\right\}$ is bounded in $H^{1}\left(\mathbb{R}^{3}\right)$ and $u_{n} \rightharpoonup u$ weakly in $H^{1}\left(\mathbb{R}^{3}\right)$ for some $u \in$ $H^{1}\left(\mathbb{R}^{3}\right)$.
(2) $\exists$ Lagrange multipliers $\lambda_{n} \rightarrow \lambda \in \mathbb{R}$. Moreover, we have

$$
\begin{align*}
& \left(a+b\left\|\nabla u_{n}\right\|_{2}^{2}\right) \int_{\mathbb{R}^{3}} \nabla u_{n} \nabla \varphi-\mu \int_{\mathbb{R}^{3}}\left|u_{n}\right|^{q-2} u_{n} \varphi-\int_{\mathbb{R}^{3}}\left|u_{n}\right|^{4} u_{n} \varphi \\
& -\lambda_{n} \int_{\mathbb{R}^{3}} u_{n} \varphi=o_{n}(1) \tag{3.3}
\end{align*}
$$

for every $\varphi \in H^{1}\left(\mathbb{R}^{3}\right)$, where $o_{n}(1) \rightarrow 0$ as $n \rightarrow \infty$. In particular, take $\varphi=u_{n}$, then

$$
\lambda_{n} c^{2}=a\left\|\nabla u_{n}\right\|_{2}^{2}+b\left\|\nabla u_{n}\right\|_{2}^{4}-\mu\left\|u_{n}\right\|_{q}^{q}-\left\|u_{n}\right\|_{6}^{6}+o_{n}(1) .
$$

(3) $\lambda<0$ and $u \not \equiv 0$. Recalling that $P_{\mu}\left(u_{n}\right) \rightarrow 0$, we have

$$
\lambda_{n} c^{2}=\mu\left(\delta_{q}-1\right)\left\|u_{n}\right\|_{q}^{q}+o_{n}(1) .
$$

Letting $n \rightarrow+\infty$, then $\lambda c^{2}=\mu\left(\delta_{q}-1\right)\|u\|_{q}^{q}$. Since $\mu>0$ and $0<\delta_{q}<1$, we deduce that $\lambda \leq 0$, with " $=$ " if and only if $u \equiv 0$. If $\lambda_{n} \rightarrow 0$, we have

$$
\lim _{n \rightarrow \infty}\left(a\left\|\nabla u_{n}\right\|_{2}^{2}+b\left\|\nabla u_{n}\right\|_{2}^{4}\right)=\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{6}^{6}=\ell
$$

So $\lim _{n \rightarrow \infty}\left\|\nabla u_{n}\right\|_{2}^{2}=\sqrt{\frac{\ell}{b}+\frac{a^{2}}{4 b^{2}}}-\frac{a}{2 b}$ and by the Sobolev inequality $\ell \geq b \mathcal{S}^{2} \ell^{\frac{2}{3}}+a \mathcal{S} \ell^{\frac{1}{3}}$. Since

$$
\begin{aligned}
0 \neq m & =\lim _{n \rightarrow+\infty} E_{\mu}\left(u_{n}\right)=\lim _{n \rightarrow+\infty}\left[\frac{a}{2}\left\|\nabla u_{n}\right\|_{2}^{2}+\frac{b}{4}\left\|\nabla u_{n}\right\|_{2}^{4}-\frac{1}{6}\left\|u_{n}\right\|_{6}^{6}\right] \\
& =\frac{\ell}{12}+\frac{a}{4} \sqrt{\frac{\ell}{b}+\frac{a^{2}}{4 b^{2}}}-\frac{a^{2}}{8 b}
\end{aligned}
$$

we get $\ell \neq 0$ and $\ell \geq \Lambda^{3}$, where $\Lambda=\frac{b \mathcal{S}^{2}}{2}+\sqrt{a \mathcal{S}+\frac{b^{2} \mathcal{S}^{4}}{4}}$. This leads to

$$
m=\lim _{n \rightarrow \infty} E_{\mu}\left(u_{n}\right) \geq \frac{\Lambda^{3}}{12}+\frac{a}{4} \sqrt{\frac{\Lambda^{3}}{b}+\frac{a^{2}}{4 b^{2}}}-\frac{a^{2}}{8 b}=\frac{\Lambda^{3}}{12}+\frac{a \mathcal{S} \Lambda}{4}=\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12},
$$

which contradicts with our assumptions $m<\frac{a S \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}$. So, we have $\lambda<0$ and $u \not \equiv 0$.
(4) Conclusion. Since $u_{n} \rightharpoonup u \not \equiv 0$ in $H^{1}\left(\mathbb{R}^{3}\right)$, we get $B:=\lim _{n \rightarrow \infty}\left\|\nabla u_{n}\right\|_{2}^{2} \geq$ $\|\nabla u\|_{2}^{2}>0$. Then, (3.3) implies that

$$
\begin{equation*}
(a+B b) \int_{\mathbb{R}^{3}} \nabla u \nabla \varphi-\mu \int_{\mathbb{R}^{3}}|u|^{q-2} u \varphi-\int_{\mathbb{R}^{3}}|u|^{4} u \varphi-\lambda \int_{\mathbb{R}^{3}} u \varphi=0, \tag{3.4}
\end{equation*}
$$

for all $\varphi \in H^{1}\left(\mathbb{R}^{3}\right)$. That is, $u$ satisfies $-(a+B b) \Delta u=\lambda u+|u|^{4} u+\mu|u|^{q-2} u$. So we have the Pohozaev identity

$$
Q_{\mu}(u):=(a+B b)\|\nabla u\|_{2}^{2}-\mu \delta_{q}\|u\|_{q}^{q}-\|u\|_{6}^{6}=0 .
$$

Denote $v_{n}=u_{n}-u$, then $v_{n} \rightharpoonup 0$ in $H^{1}\left(\mathbb{R}^{3}\right)$ and $\left\|\nabla u_{n}\right\|_{2}^{2}=\|\nabla u\|_{2}^{2}+\left\|\nabla v_{n}\right\|_{2}^{2}+$ $o_{n}(1)$. By the Brézis-Lieb lemma in [2], we have

$$
\left\|u_{n}\right\|_{6}^{6}=\|u\|_{6}^{6}+\left\|v_{n}\right\|_{6}^{6}+o_{n}(1), \quad\left\|u_{n}\right\|_{q}^{q}=\|u\|_{q}^{q}+\left\|v_{n}\right\|_{q}^{q}+o_{n}(1) .
$$

Since $v_{n} \rightarrow 0$ strongly in $L^{q}\left(\mathbb{R}^{3}\right)$, we have $\left\|u_{n}\right\|_{q}^{q}=\|u\|_{q}^{q}+o_{n}(1)$. Rewrite $P_{\mu}\left(u_{n}\right)=$ $o_{n}(1)$ as

$$
P_{\mu}\left(u_{n}\right)=(a+B b)\left\|\nabla u_{n}\right\|_{2}^{2}-\mu \delta_{q}\|u\|_{q}^{q}-\left\|u_{n}\right\|_{6}^{6}+o_{n}(1) .
$$

From $Q_{\mu}(u)=0$, we have

$$
\ell=\lim _{n \rightarrow \infty}\left\|v_{n}\right\|_{6}^{6}=\lim _{n \rightarrow \infty}(a+B b)\left\|\nabla v_{n}\right\|_{2}^{2} \geq \lim _{n \rightarrow \infty}\left(a\left\|\nabla v_{n}\right\|_{2}^{2}+b\left\|\nabla v_{n}\right\|_{2}^{4}\right) .
$$

The Sobolev inequality implies that

$$
\ell \geq a \mathcal{S} \ell^{\frac{1}{3}}+b \mathcal{S}^{2} \ell^{\frac{2}{3}}, \quad \lim _{n \rightarrow \infty}\left(a\left\|\nabla v_{n}\right\|_{2}^{2}+b\left\|\nabla v_{n}\right\|_{2}^{4}\right) \leq \lim _{n \rightarrow \infty}\left\|v_{n}\right\|_{6}^{6} \leq \frac{1}{\mathcal{S}^{3}} \lim _{n \rightarrow \infty}\left\|\nabla v_{n}\right\|_{2}^{6}
$$

We get $\ell \geq \Lambda^{3}$ and $\lim _{n \rightarrow \infty}\left\|\nabla v_{n}\right\|_{2}^{2} \geq \mathcal{S} \Lambda$ or $\ell=0=\lim _{n \rightarrow \infty}\left\|\nabla v_{n}\right\|_{2}^{2}$. Two possible cases may occur:
(i) $\ell \geq \Lambda^{3}$ and $\lim _{n \rightarrow \infty}\left\|\nabla v_{n}\right\|_{2}^{2} \geq \mathcal{S} \Lambda$. Then, we have

$$
\begin{aligned}
m & =\lim _{n \rightarrow+\infty} E_{\mu}\left(u_{n}\right)=I_{\mu}(u)+\lim _{n \rightarrow+\infty}\left[\frac{a}{2}\left\|\nabla v_{n}\right\|_{2}^{2}+\frac{B b}{4}\left\|\nabla v_{n}\right\|_{2}^{2}-\frac{\left\|v_{n}\right\|_{6}^{6}}{6}\right] \\
& =I_{\mu}(u)+\frac{\ell}{12}+\lim _{n \rightarrow+\infty} \frac{a}{4}\left\|\nabla v_{n}\right\|_{2}^{2} \geq I_{\mu}(u)+\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12},
\end{aligned}
$$

where $I_{\mu}(u):=\left(\frac{a}{2}+\frac{B b}{4}\right)\|\nabla u\|_{2}^{2}-\frac{1}{6}\|u\|_{6}^{6}-\frac{\mu}{q}\|u\|_{q}^{q}$. In this case, alternative (i) follows.
(ii) $\ell=0$. Then $u_{n} \rightarrow u$ in $D^{1,2}\left(\mathbb{R}^{3}\right)$ and $L^{6}\left(\mathbb{R}^{3}\right)$. Test (3.3)-(3.4) with $\varphi=u_{n}-u$, we have $(a+B b)\left\|\nabla\left(u_{n}-u\right)\right\|_{2}^{2}-\lambda\left\|u_{n}-u\right\|_{2}^{2} \rightarrow 0$. In this case, alternative (ii) holds.

## 4. Mixed critical case

In this Section, we always assume that $2<q<\frac{10}{3}$ and $\frac{14}{3}<p \leq 6$. Subsection 4.1 is devoted to locating the exact position of some critical points to $\left.E_{\mu}\right|_{S_{c}}$. In Subsection 4.2, we prove Theorems 1.1-1.2. Under the setting $2<q<\frac{10}{3}$ and $\frac{14}{3}<p \leq 6,\left.E_{\mu}\right|_{S_{c}}$ admits a convex-concave geometry if $0<\mu<\mu^{*}$, so we get a local minimizer and a Mountain Pass type critical point for $\left.E_{\mu}\right|_{S_{c}}$ if $p<6$. When it comes to $2<q<\frac{10}{3}$ and $p=6$, we only obtain a local minimizer for $\left.E_{\mu}\right|_{S_{c}}$.
4.1. The exact location of some critical points to $\left.E_{\mu}\right|_{S_{c}}$ for $2<q<\frac{10}{3}$ and $\frac{14}{3}<\boldsymbol{p} \leq 6$. In this Subsection, we study the structure of $\mathcal{P}_{c, \mu}$ and $E_{\mu}$ to locate the position of critical points of $\left.E_{\mu}\right|_{S_{c}}$. Since $2<q<\frac{10}{3}$ and $\frac{14}{3}<p \leq 6$, we have $q \delta_{q}<2$ and $4<p \delta_{p}$. Let $\mathcal{C}_{p}$ be given by (2.2) for $p<6, \mathcal{C}_{p}=\mathcal{S}^{-\frac{1}{2}}$ for $p=6$. Observing $\mathcal{P}_{c, \mu}=\mathcal{P}_{+}^{c, \mu} \cup \mathcal{P}_{0}^{c, \mu} \cup \mathcal{P}_{-}^{c, \mu}$, we have:

Lemma 4.1. Let $a>0, b>0, c>0,2<q<\frac{10}{3}, \frac{14}{3}<p \leq 6$ and $0<\mu<\mu_{*}$. Then $\mathcal{P}_{0}^{c, \mu}=\emptyset$ and $\mathcal{P}_{c, \mu}$ is a smooth manifold of codimension 2 in $H^{1}\left(\mathbb{R}^{3}\right)$. Here $\mu_{*}$ was defined in (1.9).

Proof. Firstly, we claim that $\mathcal{P}_{0}^{c, \mu}=\emptyset$. Otherwise, there exists $u \in \mathcal{P}_{0}^{c, \mu}$. From $P_{\mu}(u)=0$ and $\left(\Psi_{u}^{\mu}\right)^{\prime \prime}(0)=0$, we have
$a\|\nabla u\|_{2}^{2}+b\|\nabla u\|_{2}^{4}=\mu \delta_{q}\|u\|_{q}^{q}+\delta_{p}\|u\|_{p}^{p}, \quad 2 a\|\nabla u\|_{2}^{2}+4 b\|\nabla u\|_{2}^{4}=\mu q \delta_{q}^{2}\|u\|_{q}^{q}+p \delta_{p}^{2}\|u\|_{p}^{p}$. By using (2.2), we have

$$
\begin{aligned}
\left(2-q \delta_{q}\right) a\|\nabla u\|_{2}^{2}+\left(4-q \delta_{q}\right) b\|\nabla u\|_{2}^{4} & =\delta_{p}\left(p \delta_{p}-q \delta_{q}\right)\|u\|_{p}^{p} \\
& \leq \delta_{p}\left(p \delta_{p}-q \delta_{q}\right) \mathcal{C}_{p}^{p} c^{p\left(1-\delta_{p}\right)}\|\nabla u\|_{2}^{p \delta_{p}}, \\
\left(p \delta_{p}-2\right) a\|\nabla u\|_{2}^{2}+\left(p \delta_{p}-4\right) b\|\nabla u\|_{2}^{4} & =\mu \delta_{q}\left(p \delta_{p}-q \delta_{q}\right)\|u\|_{q}^{q} \\
& \leq \mu \delta_{q}\left(p \delta_{p}-q \delta_{q}\right) \mathcal{C}_{q}^{q} c^{q\left(1-\delta_{q}\right)}\|\nabla u\|_{2}^{q \delta_{q}} .
\end{aligned}
$$

Then, the lower and upper bounds of $\|\nabla u\|_{2}$ are given by

$$
\left[\frac{\left(4-q \delta_{q}\right) b}{\delta_{p}\left(p \delta_{p}-q \delta_{q}\right) \mathcal{C}_{p}^{p} c^{p\left(1-\delta_{p}\right)}}\right]^{\frac{1}{p \delta_{p}-4}} \leq\|\nabla u\|_{2} \leq\left[\frac{\mu \delta_{q}\left(p \delta_{p}-q \delta_{q}\right) \mathcal{C}_{q}^{q} c^{q\left(1-\delta_{q}\right)}}{\left(p \delta_{p}-4\right) b}\right]^{\frac{1}{4-q \delta_{q}}}
$$

This leads to

$$
\mu \geq \frac{\left(p \delta_{p}-4\right) b}{\delta_{q}\left(p \delta_{p}-q \delta_{q}\right) \mathcal{C}_{q}^{q}}\left[\frac{\left(4-q \delta_{q}\right) b}{\delta_{p}\left(p \delta_{p}-q \delta_{q}\right) \mathcal{C}_{p}^{p}}\right]^{\frac{4-q \delta_{q}}{p \delta_{p}-4}} \frac{1}{c^{q\left(1-\delta_{q}\right)+\frac{p\left(1-\delta_{p}\right)\left(4-q \delta_{q}\right)}{p \delta_{p}-4}}}>\mu_{*}
$$

which contradicts to $\mu<\mu_{*}$. Here $\mu_{*}$ was defined in (1.9). We also used the fact that $\left(\frac{p \delta_{p}}{4}\right)^{4-q \delta_{q}}\left(\frac{q \delta_{q}}{4}\right)^{p \delta_{p}-4}<1$ and this can be proved by using the monotonicity of $\frac{\ln x}{x-1}$. Similar to the proof of Lemma 5.2 in [27], we can check that $\mathcal{P}_{c, \mu}$ is a smooth manifold of codimension 2 in $H^{1}\left(\mathbb{R}^{3}\right)$.

Since $\mathcal{P}_{0}^{c, \mu}=\emptyset$, we get $\mathcal{P}_{c, \mu}=\mathcal{P}_{+}^{c, \mu} \cup \mathcal{P}_{-}^{c, \mu}$ with $\mathcal{P}_{+}^{c, \mu} \cap \mathcal{P}_{-}^{c, \mu}=\emptyset$. We can prove that $\mathcal{P}_{c, \mu}$ is a natural constraint in the following sense:

Lemma 4.2. Let $a>0, b>0, c>0,2<q<\frac{10}{3}, \frac{14}{3}<p \leq 6$ and $0<\mu<\mu_{*}$. If $u \in \mathcal{P}_{c, \mu}$ is a critical point for $\left.E_{\mu}\right|_{\mathcal{P}_{c, \mu}}$, then $u$ is a critical point for $\left.E_{\mu}\right|_{S_{c}}$. Here $\mu_{*}$ was defined in (1.9).

Proof. We only prove the case $p \in\left(\frac{14}{3}, 6\right)$. For the case $p=6$, the proof is much easier since $\delta_{p}=1$. We deduce by Lemma 4.1 that $\mathcal{P}_{c, \mu}$ is a smooth manifold of
codimension 2 in $H^{1}$ and $\mathcal{P}_{0}^{c, \mu}=\emptyset$. If $u \in \mathcal{P}_{c, \mu}$ is a critical point for $\left.E_{\mu}\right|_{\mathcal{P}_{c, \mu}}$, then by the Lagrange multipliers rule, there exists $\lambda, \nu \in \mathbb{R}$ such that

$$
\left\langle E_{\mu}^{\prime}(u), \varphi\right\rangle-\lambda \int_{\mathbb{R}^{3}} u \varphi-\nu\left\langle P_{\mu}^{\prime}(u), \varphi\right\rangle=0, \quad \forall \varphi \in H^{1}\left(\mathbb{R}^{3}\right) .
$$

So $u$ solves $-\left[(1-2 \nu) a+(1-4 \nu) b\|\nabla u\|_{2}^{2}\right] \Delta u-\lambda u+\mu\left(\nu q \delta_{q}-1\right)|u|^{q-2} u+\left(\nu p \delta_{p}-\right.$ 1) $|u|^{p-2} u=0$. Combined with the Pohozaev identity, we have

$$
(1-2 \nu) a\|\nabla u\|_{2}^{2}+(1-4 \nu) b\|\nabla u\|_{2}^{4}+\mu \delta_{q}\left(\nu q \delta_{q}-1\right)\|u\|_{q}^{q}+\delta_{p}\left(\nu p \delta_{p}-1\right)\|u\|_{p}^{p}=0
$$

Since $u \in \mathcal{P}_{c, \mu}$ and $u \notin \mathcal{P}_{0}^{c, \mu}$, we deduce from $\nu\left(2 a\|\nabla u\|_{2}^{2}+4 b\|\nabla u\|_{2}^{4}-\mu q \delta_{q}^{2}\|u\|_{q}^{q}-\right.$ $\left.p \delta_{p}^{2}\|u\|_{p}^{p}\right)=0$ that $\nu=0$.

Next, we study the fiber map $\Psi_{u}^{\mu}(s)$ and determine the location and types of some critical points for $\left.E_{\mu}\right|_{S_{c}}$. Consider the constrained functional $\left.E_{\mu}\right|_{S_{c}}$, by (2.2), we have

$$
\begin{equation*}
E_{\mu}(u) \geq \frac{a}{2}\|\nabla u\|_{2}^{2}+\frac{b}{4}\|\nabla u\|_{2}^{4}-\frac{\mathcal{C}_{p}^{p}}{p}\|\nabla u\|_{2}^{p \delta_{p}} c^{p\left(1-\delta_{p}\right)}-\frac{\mu \mathcal{C}_{q}^{q}}{q}\|\nabla u\|_{2}^{q \delta_{q}} c^{q\left(1-\delta_{q}\right)}, \tag{4.1}
\end{equation*}
$$

$\forall u \in S_{c}$. To understand the geometry of $\left.E_{\mu}\right|_{S_{c}}$, we introduce the function $h: \mathbb{R}^{+} \rightarrow$ $\mathbb{R}$ :

$$
\begin{equation*}
h(t)=\frac{a}{2} t^{2}+\frac{b}{4} t^{4}-\frac{\mathcal{C}_{p}^{p}}{p} c^{p\left(1-\delta_{p}\right)} t^{p \delta_{p}}-\frac{\mu \mathcal{C}_{q}^{q}}{q} c^{q\left(1-\delta_{q}\right)} t^{q \delta_{q}} . \tag{4.2}
\end{equation*}
$$

Since $\mu>0, q \delta_{q}<2$ and $4<p \delta_{p}$, we have that $h\left(0^{+}\right)=0^{-}$and $h(+\infty)=-\infty$. If $p=6$, we have $\delta_{p}=1, \mathcal{C}_{p}=\mathcal{S}^{-\frac{1}{2}}$ and hence $h(t)=\frac{a}{2} t^{2}+\frac{b}{4} t^{4}-\frac{\mu \mathcal{C}_{q}^{q}}{q} c^{q\left(1-\delta_{q}\right)} t^{q \delta_{q}}-\frac{\mathcal{S}^{-3}}{6} t^{6}$.

Lemma 4.3. Let $\tilde{a}, \tilde{b}, \tilde{c}, \tilde{d}, \tilde{p}, \tilde{q} \in(0,+\infty)$ and $f(t):=\tilde{a} t^{2}+\tilde{b} t^{4}-\tilde{c} t^{\tilde{p}}-\tilde{d} t^{\tilde{q}}$ for $t \geq 0$. If $\tilde{p} \in(4,+\infty), \tilde{q} \in(0,2)$ and

$$
\left[\left(\frac{8(4-\tilde{q})}{\tilde{p}(\tilde{p}-2)(\tilde{p}-\tilde{q})}\right)^{\frac{4-\tilde{\tilde{p}}}{\tilde{p}-4}}-\left(\frac{8(4-\tilde{q})}{\tilde{p}(\tilde{p}-2)(\tilde{p}-\tilde{q})}\right)^{\frac{\tilde{p}-\tilde{\tilde{p}}}{\tilde{p}-4}}\right]\left[\frac{\tilde{a}}{\tilde{d}}\left(\frac{\tilde{b}}{\tilde{c}}\right)^{\frac{2-\tilde{q}}{\bar{p}-4}}+\frac{1 \tilde{b}^{\frac{\tilde{p}-\tilde{q}}{\tilde{p}-4}}}{\tilde{d}} \tilde{c}^{\frac{4-\tilde{p}}{\tilde{p}-4}}\right]>1
$$

then $f(t)$ has a local strict minimum at a negative level and a global strict maximum at a positive level on $[0,+\infty)$.

Proof. Direct calculations give

$$
\begin{aligned}
f^{\prime}(t) & =t^{\tilde{q}-1} g(t) \quad \text { for } g(t)=2 \tilde{a} t^{2-\tilde{q}}+4 \tilde{b} t^{4-\tilde{q}}-\tilde{p} \tilde{c} t^{\tilde{p}-\tilde{q}}-\tilde{q} \tilde{d} ; \\
g^{\prime}(t) & =t^{1-\tilde{q}} w(t) \quad \text { for } w(t)=2(2-\tilde{q}) \tilde{a}+4(4-\tilde{q}) \tilde{b} t^{2}-\tilde{p}(\tilde{p}-\tilde{q}) \tilde{c} t^{\tilde{p}-2} \\
w^{\prime}(t) & =8(4-\tilde{q}) \tilde{b} t-\tilde{p}(\tilde{p}-2)(\tilde{p}-\tilde{q}) \tilde{c} t^{\tilde{p}-3}
\end{aligned}
$$

Let $t^{*}=\left(\frac{8(4-\tilde{q}) \tilde{b}}{\tilde{p}(\tilde{p}-2)(\tilde{p}-\tilde{q})}\right)^{\frac{1}{\bar{p}-4}}$, then we have $w^{\prime}(t)>0$ if $t \in\left(0, t^{*}\right)$ and $w^{\prime}(t)<0$ if $t \in\left(t^{*},+\infty\right)$. Consequently, $w(t) \nearrow$ on $\left[0, t^{*}\right)$ and $\searrow$ on $\left(t^{*},+\infty\right)$. Since $w(0)>0$ and $w(+\infty)=-\infty, w(t)$ possesses unique zero point at some $\bar{t}$ with $\bar{t}>t^{*}$. So we have $g(t) \nearrow$ on $[0, \bar{t})$ and $\searrow$ on $(\bar{t},+\infty)$. We deduce from

$$
\frac{A_{2}-A_{3}}{\tilde{d}}\left[\tilde{a}\left(\frac{\tilde{b}}{\tilde{c}}\right)^{\frac{2-\tilde{q}}{\tilde{p}-4}}+\frac{\tilde{b}^{\frac{\tilde{p}-\tilde{q}}{\tilde{p}-4}}}{\tilde{c}^{\frac{4-\tilde{q}}{\tilde{p}-4}}}\right]>1
$$

that

$$
\frac{2 A_{1} \tilde{a}}{\tilde{q} \tilde{d}}\left(\frac{\tilde{b}}{\tilde{c}}\right)^{\frac{2-\tilde{q}}{\bar{p}-4}}+\frac{\left(4 A_{2}-\tilde{p} A_{3}\right)}{\tilde{q} \tilde{d}} \frac{\tilde{b}^{\frac{\tilde{p}-\tilde{q}}{\bar{p}-4}}}{\tilde{c}^{\frac{4-\tilde{p}}{\bar{p}-4}}}>\frac{A_{1} \tilde{a}}{\tilde{d}}\left(\frac{\tilde{b}}{\tilde{c}}\right)^{\frac{2-\tilde{q}}{\tilde{p}-4}}+\frac{\left(A_{2}-A_{3}\right)}{\tilde{d}} \frac{\tilde{b}^{\frac{\tilde{p}-\tilde{\tilde{p}}}{\bar{p}-4}}}{\tilde{c}^{\frac{4-\tilde{p}}{\bar{p}-4}}}>1
$$

where $A_{1}=\left(\frac{8(4-\tilde{q})}{\tilde{p}(\tilde{p}-2)(\tilde{p}-\tilde{q})}\right)^{\frac{2-\tilde{q}}{\bar{p}-4}}, A_{2}=\left(\frac{8(4-\tilde{q})}{\tilde{p}(\tilde{p}-2)(\tilde{p}-\tilde{q})}\right)^{\frac{4-\tilde{q}}{\bar{p}-4}}$ and $A_{3}=\left(\frac{8(4-\tilde{q})}{\tilde{p}(\tilde{p}-2)(\tilde{p}-\tilde{q})}\right)^{\frac{\tilde{p}-\tilde{q}}{\bar{p}-4}}$. This leads to $g(\bar{t})>g\left(t^{*}\right)>0$ and $f\left(t^{*}\right)>0$. Since $g(0)<0, g(\bar{t})>g\left(t^{*}\right)>0$ and $g(+\infty)=-\infty$, there exists unique $t_{1}, t_{2}\left(0<t_{1}<t^{*}<\bar{t}<t_{2}\right)$ such that $g\left(t_{1}\right)=0=$ $g\left(t_{2}\right)$. Consequently, $f^{\prime}(t)<0$ if $t \in\left(0, t_{1}\right) \cup\left(t_{2},+\infty\right)$ and $f^{\prime}(t)>0$ if $t \in\left(t_{1}, t_{2}\right)$. This implies that $f(t) \searrow$ on $\left[0, t_{1}\right), \nearrow$ on $\left(t_{1}, t_{2}\right)$ and $\searrow$ on $\left(t_{2},+\infty\right)$. The conclusion follows from $f(0)=0, f\left(t_{2}\right)>f\left(t^{*}\right)>0$ and $f(+\infty)=-\infty$.

Similar to Lemma 5.1 and Lemma 5.3 in [27], we can prove the following Lemmas 4.4-4.5.

Lemma 4.4. Let $a>0, b>0, c>0,2<q<\frac{10}{3}, \frac{14}{3}<p \leq 6$ and $0<\mu<\mu^{*}$. Then the function $h$ has a local strict minimum at a negative level and a global strict maximum at a positive level. Moreover, there exist $0<R_{0}<R_{1}$, both depending on $c$ and $\mu$, such that $h\left(R_{0}\right)=0=h\left(R_{1}\right)$ and $h(t)>0$ if and only if $t \in\left(R_{0}, R_{1}\right)$. Here $\mu^{*}$ was defined in (1.9).

Proof. Take $\tilde{a}=\frac{a}{2}, \tilde{b}=\frac{b}{4}, \tilde{c}=\frac{c_{p}^{p}}{p} c^{p\left(1-\delta_{p}\right)}, \tilde{d}=\frac{\mu}{q} \mathcal{C}_{q}^{q} c^{q\left(1-\delta_{q}\right)}, \tilde{q}=q \delta_{q}$ and $\tilde{p}=p \delta_{p}$ in Lemma 4.3, then the conclusion follows provided $0<\mu<\mu^{*}$.

Lemma 4.5. Let $a>0, b>0, c>0,2<q<\frac{10}{3}, \frac{14}{3}<p \leq 6$ and $0<$ $\mu<\min \left\{\mu_{*}, \mu^{*}\right\}$, where $\mu_{*}, \mu^{*}$ were defined in (1.9). For every $u \in S_{c}$, the function $\Psi_{u}^{\mu}$ has exactly two critical points $s_{u}<t_{u} \in \mathbb{R}$ and two zeros $c_{u}<d_{u} \in \mathbb{R}$, with $s_{u}<c_{u}<t_{u}<d_{u}$. Moreover:
(1) $s_{u} \star u \in \mathcal{P}_{+}^{c, \mu}$ and $t_{u} \star u \in \mathcal{P}_{-}^{c, \mu}$, and if $s \star u \in \mathcal{P}_{c, \mu}$, then either $s=s_{u}$ or $s=t_{u}$;
(2) $\|\nabla(s \star u)\|_{2} \leq R_{0}$ for every $s \leq c_{u}$, and

$$
E_{\mu}\left(s_{u} \star u\right)=\min \left\{E_{\mu}(s \star u): s \in \mathbb{R} \text { and }\|\nabla(s \star u)\|_{2}<R_{0}\right\}<0
$$

(3) We have

$$
E_{\mu}\left(t_{u} \star u\right)=\max \left\{E_{\mu}(s \star u): s \in \mathbb{R}\right\}>0,
$$

and $\Psi_{u}^{\mu}$ is strictly decreasing on $\left(t_{u},+\infty\right)$;
(4) The maps $u \in S_{c} \mapsto s_{u} \in \mathbb{R}$ and $u \in S_{c} \mapsto t_{u} \in \mathbb{R}$ are of class $C^{1}$.

Proof. Again we prove the case $p \in\left(\frac{14}{3}, 6\right)$. Letting $u \in S_{c}$, then $u_{t}(x)=$ $t^{\frac{3}{2}} u(t x) \in S_{c}$ for $t>0$. Consider the functional

$$
f(t)=E_{\mu}\left(u_{t}\right)=\frac{a}{2} t^{2}\|\nabla u\|_{2}^{2}+\frac{b}{4} t^{4}\|\nabla u\|_{2}^{4}-\mu \frac{t^{q \delta_{q}}}{q}\|u\|_{q}^{q}-\frac{t^{p \delta_{p}}}{p}\|u\|_{p}^{p}, \quad \forall t>0
$$

and take $\tilde{a}=\frac{a}{2}\|\nabla u\|_{2}^{2}, \tilde{b}=\frac{b}{4}\|\nabla u\|_{2}^{4}, \tilde{c}=\frac{1}{p}\|u\|_{p}^{p}, \tilde{d}=\frac{\mu}{q}\|u\|_{q}^{q}, \tilde{q}=q \delta_{q}$ and $\tilde{p}=p \delta_{p}$ in Lemma 4.3. By the following estimates

$$
\frac{\|\nabla u\|_{2}^{2}}{\|u\|_{q}^{q}}\left[\frac{\|\nabla u\|_{2}^{4}}{\|u\|_{p}^{p}}\right]^{\frac{2-q \delta_{q}}{p \delta_{p}-4}} \geq \frac{\|\nabla u\|_{2}^{2-q \delta_{q}}}{\mathcal{C}_{q}^{q} c^{q\left(1-\delta_{q}\right)}}\left[\frac{\|\nabla u\|_{2}^{4-p \delta_{p}}}{\mathcal{C}_{p}^{p} c^{p\left(1-\delta_{p}\right)}}\right]^{\frac{2-q \delta_{q}}{p \delta_{p}-4}}=\frac{1}{\mathcal{C}_{q}^{q} c^{q\left(1-\delta_{q}\right)}}\left[\frac{1}{\mathcal{C}_{p}^{p} c^{p\left(1-\delta_{p}\right)}}\right]^{\frac{2-q \delta_{q}}{p \delta_{p}-4}}
$$

and

$$
\begin{aligned}
\frac{1}{\|u\|_{q}^{q}} \frac{\left[\|\nabla u\|_{2}^{\frac{4}{1}}\right]^{\frac{p \delta_{p}-q \delta_{q}}{p p_{p}-4}}}{\left[\|u\|_{p}^{p} \frac{4-q \delta^{\frac{4}{p}} \frac{\delta_{p}}{p-4}}{}\right.} & \geq \frac{1}{\mathcal{C}_{q}^{q}\|\nabla u\|_{2}^{q \delta_{q}} c^{q\left(1-\delta_{q}\right)}} \frac{\|\nabla u\|_{2}^{q \delta_{q}}}{\left[\mathcal{C}_{p}^{p} c^{p\left(1-\delta_{p}\right)}\right]^{\frac{4-\delta_{q} \delta_{q}}{p_{p}-4}}} \\
& =\frac{1}{\mathcal{C}_{q}^{q} c^{q\left(1-\delta_{q}\right)}}\left[\frac{1}{\mathcal{C}_{p}^{p} c^{p\left(1-\delta_{p}\right)}}\right]^{\frac{4-q \delta_{p}}{p \delta_{p}-4}}
\end{aligned}
$$

we deduce that $f(t)$ has a local strict minimum at a negative level and a global strict maximum at a positive level on $[0,+\infty)$ provided $\mu<\mu^{*}$. By monotonicity of composite functions, we derive that $\Psi_{u}^{\mu}(s):=E_{\mu}(s \star u)=f\left(e^{s}\right)$ has a local strict minimum at a negative level and a global strict maximum at a positive level on $(-\infty,+\infty)$.

From (4.1), we have

$$
\Psi_{u}^{\mu}(s)=E_{\mu}(s \star u) \geq h\left(\|\nabla(s \star u)\|_{2}\right)=h\left(e^{s}\|\nabla u\|_{2}\right) .
$$

Thus, the $C^{2}$ function $\Psi_{u}^{\mu}$ is positive on $\left(\log \frac{R_{0}}{\|\nabla u\|_{2}}, \log \frac{R_{1}}{\|\nabla u\|_{2}}\right)$, and clearly $\Psi_{u}^{\mu}(-\infty)=$ $0^{-}, \Psi_{u}^{\mu}(+\infty)=-\infty$. It follows that $\Psi_{u}^{\mu}$ has exactly two critical points $s_{u}<t_{u}$, with $s_{u}$ local minimum point on $\left(-\infty, \log \frac{R_{0}}{\|\nabla\|_{2}}\right)$ at negative level, and $t_{u}>s_{u}$ global maximum point at positive level. By Corollary 2.4, we have $s_{u} \star u, t_{u} \star u \in \mathcal{P}_{c, \mu}$, $s \star u \in \mathcal{P}_{c, \mu}$ implies $s \in\left\{s_{u}, t_{u}\right\}$. By minimality $\left(\Psi_{s_{u} \star u}^{\mu}\right)^{\prime \prime}(0)=\left(\Psi_{u}^{\mu}\right)^{\prime \prime}\left(s_{u}\right) \geq 0$, and " $=$ " can not hold, since $\mathcal{P}_{0}^{c, \mu}=\emptyset$; namely $s_{u} \star u \in \mathcal{P}_{+}^{c, \mu}$. Similarly, we have $t_{u} \star u \in \mathcal{P}_{-}^{c, \mu}$. By monotonicity and the behavior at infinity, $\Psi_{u}^{\mu}$ has exactly two zeros $c_{u}<d_{u}$, with $s_{u}<c_{u}<t_{u}<d_{u}$.

It remains to show that $u \mapsto s_{u}$ and $u \mapsto t_{u}$ are of class $C^{1}$. Consider the $C^{1}$ function $\Phi(s, u):=\left(\Psi_{u}^{\mu}\right)^{\prime}(s)$. By the facts that $\Phi\left(s_{u}, u\right)=0, \partial_{s} \Phi\left(s_{u}, u\right)>0$, and it is not possible to pass with continuity from $\mathcal{P}_{+}^{c, \mu}$ to $\mathcal{P}_{-}^{c, \mu}$ (since $\mathcal{P}_{0}^{c, \mu}=\emptyset$ ), then the implicit function theorem applied on $\Phi(s, u)$ gives the desired result. Similarly, we have $u \mapsto t_{u}$ is $C^{1}$.

For $k>0$, let us set

$$
A_{k}:=\left\{u \in S_{c}:\|\nabla u\|_{2}<k\right\}, \quad \text { and } \quad m(c, \mu):=\inf _{u \in A_{R_{0}}} E_{\mu}(u) .
$$

Corollary 4.6. Let $a>0, b>0, c>0,2<q<\frac{10}{3}, \frac{14}{3}<p \leq 6$ and $0<\mu<\min \left\{\mu_{*}, \mu^{*}\right\}$, where $\mu_{*}, \mu^{*}$ were defined in (1.9). Then the set $\mathcal{P}_{+}^{c, \mu}$ is contained in $A_{R_{0}}=\left\{u \in S_{c}:\|\nabla u\|_{2}<R_{0}\right\}$, and $\sup _{\mathcal{P}_{+}^{c, \mu}}^{c} E_{\mu} \leq 0 \leq \inf _{\mathcal{P}_{-}^{c, \mu}} E_{\mu}$.

Proof. It is a direct conclusion of Lemma 4.5. Indeed, $\forall u \in \mathcal{P}_{+}^{c, \mu}$, Lemma 4.5 implies that $s_{u}=0, E_{\mu}(u) \leq 0$ and $\|\nabla u\|_{2}<R_{0}$. Similarly, $u \in \mathcal{P}_{-}^{c, \mu}$ implies that $t_{u}=0$ and $E_{\mu}(u) \geq 0$.

Let $\overline{A_{R_{0}}}$ be the closure of $A_{R_{0}}$ and $\overline{A_{R_{0}}} \backslash A_{R_{0}-\rho}=\left\{u \in \overline{A_{R_{0}}}: u \notin A_{R_{0}-\rho}\right\}$ for some $R_{0}$ and $\rho$.

Lemma 4.7. Let $a>0, b>0, c>0,2<q<\frac{10}{3}, \frac{14}{3}<p \leq 6$ and $0<\mu<$ $\min \left\{\mu_{*}, \mu^{*}\right\}$, where $\mu_{*}, \mu^{*}$ were defined in (1.9). It holds that $m(c, \mu) \in(-\infty, 0)$ and

$$
m(c, \mu)=\inf _{\mathcal{P}_{c, \mu}} E_{\mu}=\inf _{\mathcal{P}_{+}^{c, \mu}} E_{\mu} .
$$

Moreover, there exists a constant $\rho>0$ (independent of $c$ and $\mu$ ) small enough such that

$$
m(c, \mu)<\inf _{A_{R_{0}} \backslash A_{R_{0}-\rho}} E_{\mu} .
$$

Proof. For $u \in A_{R_{0}}$, we have $E_{\mu}(u) \geq h\left(\|\nabla u\|_{2}\right) \geq \min _{t \in\left[0, R_{0}\right]} h(t)>-\infty$, and hence $m(c, \mu)>-\infty$. Moreover, for any $u \in S_{c}$ we have $\|\nabla(s \star u)\|_{2}<R_{0}$ and $E_{\mu}(s \star u)<0$ for $s \ll-1$, and hence $m(c, \mu)<0$.

By Corollary 4.6, we have $m(c, \mu) \leq \inf _{\mathcal{P}_{+}^{c, \mu}} E_{\mu}$ since $\mathcal{P}_{+}^{c, \mu} \subset A_{R_{0}}$. On the other hand, if $u \in A_{R_{0}}$, we have $s_{u} \star u \in \mathcal{P}_{+}^{c, \mu} \subset A_{R_{0}}$ and

$$
E_{\mu}\left(s_{u} \star u\right)=\min \left\{E_{\mu}(s \star u): s \in \mathbb{R} \text { and }\|\nabla(s \star u)\|_{2}<R_{0}\right\} \leq E_{\mu}(u),
$$

which implies that $\inf _{\mathcal{P}_{+}^{c, \mu}} E_{\mu} \leq m(c, \mu)$. To prove that $\inf _{\mathcal{P}_{+}^{c, \mu}} E_{\mu}=\inf _{\mathcal{P}_{c, \mu}} E_{\mu}$, it is sufficient to recall that $E_{\mu} \geq 0$ on $\mathcal{P}_{-}^{c, \mu}$, see Corollary 4.6.

Finally, by continuity of $h$ there exists $\rho>0$ (independent of $c$ and $\mu$ ) such that $h(t) \geq \frac{m(c, \mu)}{2}$ if $t \in\left[R_{0}-\rho, R_{0}\right]$. Therefore $E_{\mu}(u) \geq h\left(\|\nabla u\|_{2}\right) \geq \frac{m(c, \mu)}{2}>m(c, \mu)$ for every $u \in S_{c}$ with $\|\nabla u\|_{2} \in\left[R_{0}-\rho, R_{0}\right]$.

Lemma 4.8. Let $a>0, b>0, c>0,2<q<\frac{10}{3}, \frac{14}{3}<p \leq 6$ and $0<\mu<$ $\min \left\{\mu_{*}, \mu^{*}\right\}$. Suppose that $E_{\mu}(u)<m(c, \mu)$. Then the value $t_{u}$ defined by Lemma 4.5 is negative. Here $\mu_{*}, \mu^{*}$ were defined in (1.9).

Proof. Let $s_{u}<c_{u}<t_{u}<d_{u}$ be defined by Lemma 4.5. If $d_{u} \leq 0$, then $t_{u}<0$, and hence we can assume by contradiction that $d_{u}>0$. If $0 \in\left(c_{u}, d_{u}\right)$, then $E_{\mu}(u)=\Psi_{u}^{\mu}(0)>0$, which is impossible since $E_{\mu}(u)<m(c, \mu)<0$. Therefore $c_{u}>0$, and by Lemma 4.5-(2)

$$
\begin{aligned}
m(c, \mu) & >E_{\mu}(u)=\Psi_{u}^{\mu}(0) \geq \inf _{s \in\left(-\infty, c_{u}\right]} \Psi_{u}^{\mu}(s) \\
& \geq \inf \left\{E_{\mu}(s \star u): s \in \mathbb{R} \text { and }\|\nabla(s \star u)\|_{2}<R_{0}\right\}=E_{\mu}\left(s_{u} \star u\right) \geq m(c, \mu)
\end{aligned}
$$

which is again a contradiction.
Lemma 4.9. Let $a>0, b>0, c>0,2<q<\frac{10}{3}, \frac{14}{3}<p \leq 6$ and $0<\mu<$ $\min \left\{\mu_{*}, \mu^{*}\right\}$, where $\mu_{*}, \mu^{*}$ were defined in (1.9). It holds that

$$
\tilde{\sigma}(c, \mu):=\inf _{u \in \mathcal{P}_{-}^{c, \mu}} E_{\mu}(u)>0 .
$$

Proof. Let $t_{\max }$ be the strict maximum of the function $h$ at positive level, see Lemma 4.4. For every $u \in \mathcal{P}_{-}^{c, \mu}$, there exists $\tau_{u} \in \mathbb{R}$ such that $\left\|\nabla\left(\tau_{u} \star u\right)\right\|_{2}=t_{\text {max }}$. Moreover, since $u \in \mathcal{P}_{-}^{c, \mu}$ we also have by Lemma 4.5 that the value 0 is the unique strict maximum of the function $\Psi_{u}^{\mu}$. Therefore

$$
E_{\mu}(u)=\Psi_{u}^{\mu}(0) \geq \Psi_{u}^{\mu}\left(\tau_{u}\right)=E_{\mu}\left(\tau_{u} \star u\right) \geq h\left(\left\|\nabla\left(\tau_{u} \star u\right)\right\|_{2}\right)=h\left(t_{\max }\right)>0
$$

Since $u \in \mathcal{P}_{-}^{c, \mu}$ was arbitrarily chosen, we deduce that $\inf _{\mathcal{P}_{-}^{c, \mu}} E_{\mu} \geq \max _{\mathbb{R}} h>0$.
4.2. The existence and asymptotic results for $2<q<\frac{10}{3}$ and $\frac{14}{3}<p \leq$ 6. In this Subsection, we first prove the existence results, i.e. Theorem 1.1-(1)(2)(3) and Theorem 1.2-(1)(2). The proof of Theorem 1.1 is divided into two parts. To begin with, we prove the existence of a local minimizer for $\left.E_{\mu}\right|_{S_{c}}$. Next, we construct a Mountain Pass type critical point for $\left.E_{\mu}\right|_{S_{c}}$. Finally, we prove the asymptotic results, i.e. Theorem 1.1-(4)(5) and Theorem 1.2-(3).

Proof of Theorem 1.1-(1),(2),(3). (i) Existence of a local minimizer. Let $\left\{v_{n}\right\}$ be a minimizing sequence for $m(c, \mu):=\inf _{u \in A_{R_{0}}} E_{\mu}(u)$. From Section 3.3 and Lemma 7.17 in [23], we have $E_{\mu}\left(\left|v_{n}\right|^{*}\right) \leq E_{\mu}\left(v_{n}\right)$, since

$$
\begin{equation*}
\left\|\nabla\left|v_{n}\right|^{*}\right\|_{2} \leq\left\|\nabla\left|v_{n}\right|\right\|_{2}, \quad\left\|v_{n}\right\|_{p}=\left\|\left|v_{n}\right|^{*}\right\|_{p}, \quad\left\|v_{n}\right\|_{q}=\left\|\left|v_{n}\right|^{*}\right\|_{q}, \tag{4.3}
\end{equation*}
$$

where $\left|v_{n}\right|^{*}$ is the symmetric decreasing rearrangement of $\left|v_{n}\right|$. So we can assume that $v_{n} \in S_{c}$ is nonnegative and radially decreasing for every $n$. By using Lemma 4.5 and Corollary 4.6, we have $s_{v_{n}} \star v_{n} \in \mathcal{P}_{+}^{c, \mu},\left\|\nabla\left(s_{v_{n}} \star v_{n}\right)\right\|_{2}<R_{0}$ and that

$$
E_{\mu}\left(s_{v_{n}} \star v_{n}\right)=\min \left\{E_{\mu}\left(s \star v_{n}\right): s \in \mathbb{R} \text { and }\left\|\nabla\left(s \star v_{n}\right)\right\|_{2}<R_{0}\right\} \leq E_{\mu}\left(v_{n}\right)
$$

Consequently, we obtain a new minimizing sequence $\left\{w_{n}=s_{v_{n}} \star v_{n}\right\}$ for $m(c, \mu)$, with

$$
w_{n} \in S_{c, r} \cap \mathcal{P}_{+}^{c, \mu} \quad \text { and } \quad P_{\mu}\left(w_{n}\right)=0
$$

for every $n$. By Lemma 4.7, we have $\left\|\nabla w_{n}\right\|_{2}<R_{0}-\rho$ for every $n$. Hence, the Ekeland's variational principle guarantees the existence of a new minimizing sequence $\left\{u_{n}\right\} \subset A_{R_{0}}$ for $m(c, \mu)<0$, with the property that $\left\|u_{n}-w_{n}\right\|_{H^{1}} \rightarrow 0$ as $n \rightarrow+\infty$, which is also a Palais-Smale sequence for $E_{\mu}$ on $S_{c}$. The condition $\left\|u_{n}-w_{n}\right\|_{H^{1}} \rightarrow 0$ implies

$$
\left\|\nabla u_{n}\right\|_{2} \leq R_{0}-\rho \quad \text { and } \quad P_{\mu}\left(u_{n}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

and hence $\left\{u_{n}\right\}$ satisfies all the assumptions of Proposition 3.1. Therefore, up to a subsequence $u_{n} \rightarrow \tilde{u}_{\mu}$ strongly in $H^{1}, \tilde{u}_{\mu}$ is an interior local minimizer for $\left.E_{\mu}\right|_{A_{R_{0}}}$, and solves $(1.1)_{\tilde{\lambda}}$ for some $\tilde{\lambda}<0$. It is easy to know that $\tilde{u}_{\mu}$ is nonnegative and radially deceasing. The strong maximum principle implies that $\tilde{u}_{\mu}>0$.

Since any critical point of $\left.E_{\mu}\right|_{S_{c}}$ lies in $\mathcal{P}_{c, \mu}$ and $m(c, \mu)=\inf _{\mathcal{P}_{c, \mu}} E_{\mu}$ (see Lemma 4.7), we see that $\tilde{u}_{\mu}$ is a ground state for $\left.E_{\mu}\right|_{S_{c}}$. It only remains to prove that any ground state of $\left.E_{\mu}\right|_{S_{c}}$ is a local minimizer of $E_{\mu}$ in $A_{R_{0}}$. Let then $u$ be a critical point of $\left.E_{\mu}\right|_{S_{c}}$ with $E_{\mu}(u)=m(c, \mu)=\inf _{\mathcal{P}_{c, \mu}} E_{\mu}$. Since $E_{\mu}(u)<0<\inf _{\mathcal{P}_{-}^{c, \mu}} E_{\mu}$, necessarily $u \in \mathcal{P}_{+}^{c, \mu}$. Then Corollary 4.6 implies that $\mathcal{P}_{+}^{c, \mu} \subset A_{R_{0}}$. This leads to $\|\nabla u\|_{2}<R_{0}$, and as a consequence $u$ is a local minimizer for $\left.E_{\mu}\right|_{A_{R_{0}}}$.
(ii) Existence of a Mountain Pass type solution. We focus now on the existence of a second critical point for $\left.E_{\mu}\right|_{S_{c}}$. Denote $E_{\mu}^{m}=\left\{u \in S_{c}: E_{\mu}(u) \leq m\right\}$. Motivated by [15], we define the augmented functional $\tilde{E}_{\mu}: \mathbb{R} \times H^{1} \rightarrow \mathbb{R}$

$$
\tilde{E}_{\mu}(s, u):=E_{\mu}(s \star u)=\frac{a}{2} e^{2 s}\|\nabla u\|_{2}^{2}+\frac{b}{4} e^{4 s}\|\nabla u\|_{2}^{4}-\mu \frac{e^{q \delta_{q} s}}{q}\|u\|_{q}^{q}-\frac{e^{p \delta_{p} s}}{p}\|u\|_{p}^{p}
$$

and study $\left.\tilde{E}_{\mu}\right|_{\mathbb{R} \times S_{c}}$. Notice that $S_{c, r}=H_{\text {rad }}^{1} \cap S_{c}$ and $\tilde{E}_{\mu}$ is of class $C^{1}$. Theorem 1.28 in [31] indicates that a critical point for $\left.\tilde{E}_{\mu}\right|_{\mathbb{R} \times S_{c, r}}$ is a critical point for $\left.\tilde{E}_{\mu}\right|_{\mathbb{R} \times S_{c}}$.

We introduce the minimax class
$\Gamma:=\left\{\gamma(\tau)=(\zeta(\tau), \beta(\tau)) \in C\left([0,1], \mathbb{R} \times S_{c, r}\right) ; \gamma(0) \in\left(0, \mathcal{P}_{+}^{c, \mu}\right), \gamma(1) \in\left(0, E_{\mu}^{2 m(c, \mu)}\right)\right\}$,
then $\Gamma \neq \emptyset$. Indeed, $\forall u \in S_{c, r}$, by Lemma 4.5 we know that there exists $s_{1} \gg 1$ such that

$$
\begin{equation*}
\gamma_{u}: \tau \in[0,1] \mapsto\left(0,\left((1-\tau) s_{u}+\tau s_{1}\right) \star u\right) \in \mathbb{R} \times S_{c, r} \tag{4.4}
\end{equation*}
$$

is a path in $\Gamma$ (recall that $s \in \mathbb{R} \mapsto s \star u \in S_{c, r}$ is continuous, $s_{u} \star u \in \mathcal{P}_{+}^{c, \mu}$ and $E_{\mu}(s \star u) \rightarrow-\infty$ as $\left.s \rightarrow+\infty\right)$. Thus, the minimax value

$$
\sigma(c, \mu):=\inf _{\gamma \in \Gamma} \max _{(s, u) \in \gamma([0,1])} \tilde{E}_{\mu}(s, u)
$$

is a real number. We claim that

$$
\begin{equation*}
\forall \gamma \in \Gamma \text { there exists } \tau_{\gamma} \in(0,1) \text { such that } \zeta\left(\tau_{\gamma}\right) \star \beta\left(\tau_{\gamma}\right) \in \mathcal{P}_{-}^{c, \mu} . \tag{4.5}
\end{equation*}
$$

Indeed, since $\gamma(0)=(\zeta(0), \beta(0)) \in\left(0, \mathcal{P}_{+}^{c, \mu}\right)$, by Corollary 2.4 and Lemma 4.5, we have $t_{\zeta(0) \star \beta(0)}=t_{\beta(0)}>s_{\beta(0)}=0$; since $E_{\mu}(\beta(1))=\tilde{E}_{\mu}(\gamma(1)) \leq 2 m(c, \mu)$, by Lemma 4.8, we have

$$
t_{\zeta(1) \star \beta(1)}=t_{\beta(1)}<0,
$$

and moreover the map $t_{\zeta(\tau) \star \beta(\tau)}$ is continuous in $\tau$ (we refer again to Lemma 4.5 and recall that $s \in \mathbb{R} \mapsto s \star u \in S_{c, r}$ is continuous). It follows that for every $\gamma \in \Gamma$ there exists $\tau_{\gamma} \in(0,1)$ such that $t_{\zeta\left(\tau_{\gamma}\right) \star \beta\left(\tau_{\gamma}\right)}=0$, and so $\zeta\left(\tau_{\gamma}\right) \star \beta\left(\tau_{\gamma}\right) \in \mathcal{P}_{-}^{c, \mu}$. Thus (4.5) holds.

For every $\gamma \in \Gamma$, by (4.5) we have

$$
\begin{equation*}
\max _{\gamma([0,1])} \tilde{E}_{\mu} \geq \tilde{E}_{\mu}\left(\gamma\left(\tau_{\gamma}\right)\right)=E_{\mu}\left(\zeta\left(\tau_{\gamma}\right) \star \beta\left(\tau_{\gamma}\right)\right) \geq \inf _{\mathcal{P}_{-}^{c, \mu} \cap S_{c, r}} E_{\mu} \tag{4.6}
\end{equation*}
$$

which gives $\sigma(c, \mu) \geq \inf _{\mathcal{P}_{-}^{c, \mu} \cap S_{c, r}} E_{\mu}$. On the other hand, if $u \in \mathcal{P}_{-}^{c, \mu} \cap S_{c, r}$, then $\gamma_{u}$ defined in (4.4) is a path in $\Gamma$ with

$$
E_{\mu}(u)=\tilde{E}_{\mu}(0, u)=\max _{\left.\gamma_{u}(0,1]\right)} \tilde{E}_{\mu} \geq \sigma(c, \mu)
$$

which gives $\inf _{\mathcal{P}_{-}^{c, \mu} \cap S_{c, r}} E_{\mu} \geq \sigma(c, \mu)$. This, Corollary 4.6 and Lemma 4.9 imply that

$$
\begin{align*}
\sigma(c, \mu) & =\inf _{\mathcal{P}_{-}^{c, \mu} \cap S_{c, r}} E_{\mu}>0 \geq \sup _{\left(\mathcal{P}_{+}^{c, \mu} \cup E_{\mu}^{2 m(c, \mu)}\right) \cap S_{c, r}} E_{\mu} \\
& =\sup _{\left(\left(0, \mathcal{P}_{+}^{c, \mu}\right) \cup\left(0, E_{\mu}^{2 m(c, \mu)}\right)\right) \cap\left(\mathbb{R} \times S_{c, r}\right)} \tilde{E}_{\mu} . \tag{4.7}
\end{align*}
$$

Let $\gamma_{n}(\tau)=\left(\zeta_{n}(\tau), \beta_{n}(\tau)\right)$ be any minimizing sequence for $\sigma(c, \mu)$ with the property that $\zeta_{n}(\tau) \equiv 0$ and $\beta_{n}(\tau) \geq 0$ a.e. in $\mathbb{R}^{3}$ for every $\tau \in[0,1]$ (Notice that, if $\left\{\gamma_{n}=\left(\zeta_{n}, \beta_{n}\right)\right\}$ is a minimizing sequence, then also $\left\{\left(0, \zeta_{n} \star\left|\beta_{n}\right|\right)\right\}$ has the same property). Take

$$
\begin{aligned}
X & =\mathbb{R} \times S_{c, r}, \quad \mathcal{F}=\{\gamma([0,1]): \gamma \in \Gamma\}, \quad B=\left(0, \mathcal{P}_{+}^{c, \mu}\right) \cup\left(0, E_{\mu}^{2 m(c, \mu)}\right) \\
F & =\left\{(s, u) \in \mathbb{R} \times S_{c, r} \mid \tilde{E}_{\mu}(s, u) \geq \sigma(c, \mu)\right\}, \quad A=\gamma([0,1]), \quad A_{n}=\gamma_{n}([0,1])
\end{aligned}
$$

in Lemma 2.7. We need to checked that $\mathcal{F}$ is a homotopy stable family of compact subsets of $X$ with extended closed boundary $B$, and that $F$ is a dual set for $\mathcal{F}$, in the sense that assumptions (1) and (2) in Lemma 2.7 are satisfied.

Indeed, since $\sigma(c, \mu)=\inf _{\mathcal{P}^{c, \mu} \Lambda_{S_{c, r}}} E_{\mu},(4.6) \Rightarrow \gamma\left(\tau_{\gamma}\right)=\left(\zeta\left(\tau_{\gamma}\right), \beta\left(\tau_{\gamma}\right)\right) \in A \cap F$, (4.7) $\Rightarrow F \cap B=\emptyset$ and (2) in Lemma 2.7, then $A \cap F \neq \emptyset$ and $F \cap B=\emptyset$ give (1) in Lemma 2.7. For every $\gamma \in \Gamma$, since $\gamma(0) \in\left(0, \mathcal{P}_{+}^{c, \mu}\right)$ and $\gamma(1) \in\left(0, E_{\mu}^{2 m(c, \mu)}\right)$, we have $\gamma(0), \gamma(1) \in B$. Then for any set $A$ in $\mathcal{F}$ and any $\eta \in C([0,1] \times X ; X)$ satisfying $\eta(t, x)=x$ for all $(t, x) \in(\{0\} \times X) \cup([0,1] \times B)$, it holds that $\eta(1, \gamma(0))=$ $\gamma(0), \quad \eta(1, \gamma(1))=\gamma(1)$. So we have $\eta(\{1\} \times A) \in \mathcal{F}$.

Consequently, by Lemma 2.7, there exists a Palais-Smale sequence $\left\{\left(s_{n}, w_{n}\right)\right\} \subset$ $\mathbb{R} \times S_{c, r}$ for $\left.\tilde{E}_{\mu}\right|_{\mathbb{R} \times S_{c, r}}$ at level $\sigma(c, \mu)>0$ such that

$$
\begin{equation*}
\partial_{s} \tilde{E}_{\mu}\left(s_{n}, w_{n}\right) \rightarrow 0 \quad \text { and } \quad\left\|\partial_{u} \tilde{E}_{\mu}\left(s_{n}, w_{n}\right)\right\|_{\left(T_{w_{n}} S_{C, r}\right)^{*}} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{4.8}
\end{equation*}
$$

with the additional property that

$$
\begin{equation*}
\left|s_{n}\right|+\operatorname{dist}_{H^{1}}\left(w_{n}, \beta_{n}([0,1])\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty . \tag{4.9}
\end{equation*}
$$

From (4.8), we have $P_{\mu}\left(s_{n} \star w_{n}\right) \rightarrow 0$ and that

$$
\begin{align*}
& a e^{2 s_{n}} \int_{\mathbb{R}^{3}} \nabla w_{n} \nabla \varphi+b e^{4 s_{n}}\left\|\nabla w_{n}\right\|_{2}^{2} \int_{\mathbb{R}^{3}} \nabla w_{n} \nabla \varphi-\mu e^{q \delta_{q} s_{n}} \int_{\mathbb{R}^{3}}\left|w_{n}\right|^{q-2} w_{n} \varphi \\
& -e^{p \delta_{p} s_{n}} \int_{\mathbb{R}^{3}}\left|w_{n}\right|^{p-2} w_{n} \varphi=o(1)\|\varphi\|_{H^{1}}, \quad \forall \varphi \in T_{w_{n}} S_{c, r} . \tag{4.10}
\end{align*}
$$

By using (4.9), we know that $s_{n}$ is bounded from above and from below. Consequently,

$$
\begin{equation*}
\left\langle E_{\mu}^{\prime}\left(s_{n} \star w_{n}\right), s_{n} \star \varphi\right\rangle=o(1)\|\varphi\|_{H^{1}}=o(1)\left\|s_{n} \star \varphi\right\|_{H^{1}} \text { as } n \rightarrow \infty, \tag{4.11}
\end{equation*}
$$

$\forall \varphi \in T_{w_{n}} S_{c, r}$. From (4.11) and Lemma 2.5, we see that $\left\{u_{n}:=s_{n} \star w_{n}\right\} \subset S_{c, r}$ is a Palais-Smale sequence for $\left.E_{\mu}\right|_{S_{c, r}}$ at level $\sigma(c, \mu)>0$, with $P_{\mu}\left(u_{n}\right) \rightarrow 0$. Therefore, all the assumptions of Proposition 3.1 are satisfied, and we deduce that up to a subsequence $u_{n} \rightarrow \hat{u}_{\mu}$ strongly in $H^{1}$, with $\hat{u}_{\mu} \in S_{c, r}$ nonnegative radial solution to $(1.1)_{\hat{\lambda}}$ for some $\hat{\lambda}<0$. The strong maximum principle implies that $\hat{u}_{\mu}>0$.

Proof of Theorem 1.2-(1),(2). Imitating the proof of Theorem 1.1-(1), we get a Palais-Smale sequence $\left\{u_{n}\right\}$ for $\left.E_{\mu}\right|_{S_{c}}$ with

$$
\left\|\nabla u_{n}\right\|_{2} \leq R_{0}-\rho \quad \text { and } \quad P_{\mu}\left(u_{n}\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

and $u_{n}$ is nonnegative and radially decreasing for every $n$. Hence $\left\{u_{n}\right\}$ satisfies all the assumptions of Proposition 3.2. We show that alternative (ii) in Proposition 3.2 occurs. Otherwise, up to a subsequence $u_{n} \rightharpoonup \tilde{u}_{\mu} \not \equiv 0$ weakly in $H^{1}\left(\mathbb{R}^{3}\right)$ but not strongly, where $\tilde{u}_{\mu}$ is a solution to (3.4) $)_{\tilde{\lambda}}$ for some $\tilde{\lambda}<0$, and

$$
I_{\mu}\left(\tilde{u}_{\mu}\right):=\left(\frac{a}{2}+\frac{B b}{4}\right)\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{2}-\frac{1}{6}\left\|\tilde{u}_{\mu}\right\|_{6}^{6}-\frac{\mu}{q}\left\|\tilde{u}_{\mu}\right\|_{q}^{q} \leq m(c, \mu)-\frac{a \mathcal{S} \Lambda}{3}-\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}
$$

where $B:=\lim _{n \rightarrow \infty}\left\|\nabla u_{n}\right\|_{2}^{2} \geq\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{2}>0$ and $\Lambda=\frac{b \mathcal{S}^{2}}{2}+\sqrt{a \mathcal{S}+\frac{b^{2} \mathcal{S}^{4}}{4}}$. Since $\tilde{u}_{\mu}$ solves $(3.4)_{\tilde{\lambda}}$, we get the Pohozaev identity $Q_{\mu}\left(\tilde{u}_{\mu}\right):=(a+B b)\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{2}-\mu \delta_{q}\left\|\tilde{u}_{\mu}\right\|_{q}^{q}-$ $\left\|\tilde{u}_{\mu}\right\|_{6}^{6}=0$. By using $\left\|\tilde{u}_{\mu}\right\|_{2} \leq c$ and $I_{\mu}\left(\tilde{u}_{\mu}\right)=\frac{a}{3}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{2}+\frac{B b}{12}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{2}-\mu\left(\frac{1}{q}-\frac{\delta_{q}}{6}\right)\left\|\tilde{u}_{\mu}\right\|_{q}^{q}$, we have

$$
\begin{align*}
m(c, \mu) & \geq \frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}+\frac{a}{3}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{2}+\frac{B b}{12}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{2}-\mu\left(\frac{1}{q}-\frac{\delta_{q}}{6}\right)\left\|\tilde{u}_{\mu}\right\|_{q}^{q} \\
& \geq \frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}+\frac{b}{12}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{4}-\mu\left(\frac{1}{q}-\frac{\delta_{q}}{6}\right) \mathcal{C}_{q}^{q} q^{q\left(1-\delta_{q}\right)}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{q \delta_{q}} \tag{4.12}
\end{align*}
$$

Denote $g(t)=\frac{b}{12} t^{4}-\mu\left(\frac{1}{q}-\frac{\delta_{q}}{6}\right) \mathcal{C}_{q}^{q} q^{q\left(1-\delta_{q}\right)} t^{q \delta_{q}}, \quad \forall t \geq 0$. By using $\mu<\mu^{* *}$, we have $\min _{t \geq 0} g(t)=-\frac{b}{3}\left(\frac{1}{q \delta_{q}}-\frac{1}{4}\right) t_{0}^{4}>-\frac{a \mathcal{S} \Lambda}{3}-\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}$ for $t_{0}=\left[\frac{\mu \delta_{q}\left(6-q \delta_{q}\right) \mathcal{C}_{q}^{q} q^{\left.q(1-\delta)_{q}\right)}}{2 b}\right]^{\frac{1}{4-q \delta_{q}}}$. Then (4.12) implies that

$$
0>m(c, \mu) \geq \frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}+g\left(\left\|\nabla \tilde{u}_{\mu}\right\|_{2}\right) \geq \frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}+\min _{t \geq 0} g(t)>0 .
$$

Consequently, up to a subsequence $u_{n} \rightarrow \tilde{u}_{\mu}$ strongly in $H^{1}, \tilde{u}_{\mu}$ is an interior local minimizer for $\left.E_{\mu}\right|_{A_{R_{0}}}$, and solves $(1.1)_{\tilde{\lambda}}$ for some $\tilde{\lambda}<0$. Moreover, $\tilde{u}_{\mu}$ is nonnegative and radially decreasing and the strong maximum principle implies that $\tilde{u}_{\mu}>0$. Since any critical point of $\left.E_{\mu}\right|_{S_{c}}$ lies in $\mathcal{P}_{c, \mu}$ and $m(c, \mu)=\inf _{\mathcal{P}_{c, \mu}} E_{\mu}$ (see Lemma 4.7), we see that $\tilde{u}_{\mu}$ is a ground state for $\left.E_{\mu}\right|_{S_{c}}$. Similar to the proof of Theorem 1.1-(1), we can show that any ground state of $\left.E_{\mu}\right|_{S_{c}}$ is a local minimizer of $E_{\mu}$ in $A_{R_{0}}$.

To obtain the asymptotic property of $m(c, \mu)$ and $\sigma(c, \mu)$ as $\mu \rightarrow 0^{+}$, we need to study equation $(1.1)_{\lambda}$ with $\mu=0$. Although it has been studied in [32, 35], we still give a detailed proof as we obtain a ground state solution. Modify the arguments in Section 2, especially Lemma 4.1 and Lemma 4.5, we can derive the following Lemmas 4.10-4.11.

Lemma 4.10. Let $a>0, b>0, c>0, \frac{14}{3}<p<6$ and $\mu=0$. Then $\mathcal{P}_{0}^{c, \mu}=\emptyset$, and $\mathcal{P}_{c, \mu}$ is a smooth manifold of codimension 2 in $H^{1}\left(\mathbb{R}^{3}\right)$.

Proof. The proof is similar to that of Lemma 4.1.
Lemma 4.11. Let $a>0, b>0, c>0, \frac{14}{3}<p<6$ and $\mu=0$. For every $u \in S_{c}$, there exists a unique $t_{u} \in \mathbb{R}$ such that $t_{u} \star u \in \mathcal{P}_{c, \mu} . t_{u}$ is the unique critical point of the function $\Psi_{u}^{\mu}$, and is a strict maximum point at positive level. Moreover:
(1) $\mathcal{P}_{c, \mu}=\mathcal{P}_{-}^{c, \mu}$.
(2) $\Psi_{u}^{\mu}$ is strictly decreasing and concave on $\left(t_{u},+\infty\right)$.
(3) The maps $u \in S_{c} \mapsto t_{u} \in \mathbb{R}$ are of class $C^{1}$.
(4) If $P_{\mu}(u)<0$, then $t_{u}<0$.

Proof. The proof is similar to that of Lemma 6.1 in [28].
Lemma 4.12. Let $a>0, b>0, c>0, \frac{14}{3}<p<6$ and $\mu=0$, then $m(c, 0):=$ $\inf _{u \in \mathcal{P}_{c, 0}} E_{0}(u)>0$.

Proof. By (2.2) and $P_{0}(u)=0$, we have

$$
a\|\nabla u\|_{2}^{2}+b\|\nabla u\|_{2}^{4}=\delta_{p}\|u\|_{p}^{p} \leq \delta_{p} \mathcal{C}_{p}^{p}\|\nabla u\|_{2}^{p \delta_{p}} c^{p\left(1-\delta_{p}\right)} .
$$

So we get $\inf _{u \in \mathcal{P}_{c, 0}}\|\nabla u\|_{2} \geq C>0$ from $p \delta_{p}>4$. As $P_{0}(u)=0$, we have

$$
\inf _{u \in \mathcal{P}_{c, 0}} E_{0}(u)=\inf _{u \in \mathcal{P}_{c, 0}}\left\{\left(\frac{a}{2}-\frac{a}{p \delta_{p}}\right)\|\nabla u\|_{2}^{2}+\left(\frac{b}{4}-\frac{b}{p \delta_{p}}\right)\|\nabla u\|_{2}^{4}\right\} \geq C>0
$$

Lemma 4.13. Let $a>0, b>0, c>0, \frac{14}{3}<p<6$ and $\mu=0$. There exists $k>0$ sufficiently small such that

$$
0<\sup _{\overline{A_{k}}} E_{0}<m(c, 0) \quad \text { and } \quad u \in \overline{A_{k}} \Longrightarrow E_{0}(u)>0, \quad P_{0}(u)>0,
$$

where $A_{k}:=\left\{u \in S_{c}:\|\nabla u\|_{2}<k\right\}$.
Proof. By using (2.2), we have

$$
E_{0}(u) \geq \frac{b\|\nabla u\|_{2}^{4}}{4}-\frac{\mathcal{C}_{p}^{p} c^{p\left(1-\delta_{p}\right)}}{p}\|\nabla u\|_{2}^{p \delta_{p}}, \quad P_{0}(u) \geq b\|\nabla u\|_{2}^{4}-\delta_{p} \mathcal{C}_{p}^{p}\|\nabla u\|_{2}^{p \delta_{p}} c^{p\left(1-\delta_{p}\right)} .
$$

Therefore, for any $u \in \overline{A_{k}}$ with $k$ small enough, we have

$$
0<\sup _{\overline{A_{k}}} E_{0} \quad \text { and } \quad u \in \overline{A_{k}} \Longrightarrow E_{0}(u)>0, \quad P_{0}(u)>0
$$

If necessary replacing $k$ with a smaller quantity, we also have

$$
E_{0}(u) \leq \frac{a}{2}\|\nabla u\|_{2}^{2}+\frac{b}{4}\|\nabla u\|_{2}^{4}<m(c, 0), \quad \forall u \in \overline{A_{k}},
$$

since $m(c, 0)>0$ by Lemma 4.12.

Lemma 4.14. Let $a>0, b>0, c>0, \frac{14}{3}<p<6$ and $\mu=0$. Then, there exists a positive radial critical point $u_{0}$ for $\left.E_{0}\right|_{S_{c}}$ at a positive level

$$
m_{r}(c, 0)=m(c, 0):=\inf _{\mathcal{P}_{c}, 0} E_{0}=E_{0}\left(u_{0}\right)
$$

and as a result $u_{0}$ is the unique ground state of $\left.E_{0}\right|_{S_{c}}$.
Proof. Utilising Lemmas 4.10-4.13 and by using the same arguments in Section 7 in [27], we can drive that there exists a positive radial critical point $u_{0}$ for $\left.E_{0}\right|_{S_{c}}$ at a Mountain Pass level $\sigma(c, 0)>0$ characterized by $\sigma(c, 0)=\inf _{\mathcal{P}_{c, 0} \cap S_{c, r}} E_{0}$. By rearrangement technique and Lemma 4.11, we have $m_{r}(c, 0):=\inf _{\mathcal{P}_{c, 0} \cap S_{c, r}} E_{0}=$ $\inf _{\mathcal{P}_{c, 0}} E_{0}$. Following [22,35], $u_{0}$ is unique since $u_{0}>0$.

Lemma 4.15. Let $a>0, b>0, c>0,2<q<\frac{10}{3}, \frac{14}{3}<p<6$ and $0<\mu<$ $\min \left\{\mu_{*}, \mu^{*}\right\}$, then

$$
\inf _{\mathcal{P}_{-}^{c, u} \cap S_{c, r}} E_{\mu}=\inf _{u \in S_{c, r}} \max _{s \in \mathbb{R}} E_{\mu}(s \star u), \quad \text { and } \quad \inf _{\mathcal{P}_{-}^{c, 0} \cap S_{c, r}} E_{0}=\inf _{u \in S_{c, r}} \max _{s \in \mathbb{R}} E_{0}(s \star u),
$$

where $\mu_{*}, \mu^{*}$ were defined in (1.9).
Proof. $\forall u \in S_{c, r}$, by Lemma 4.5 , there exists a unique $t_{u} \in \mathbb{R}$ such that $t_{u} \star u \in$ $\mathcal{P}_{-}^{c, \mu} \cap S_{c, r}$. Thus, for any $u \in \mathcal{P}_{-}^{c, \mu} \cap S_{c, r}$, we have $t_{u}=0$ and

$$
E_{\mu}(u)=\max _{s \in \mathbb{R}} E_{\mu}(s \star u) \geq \inf _{v \in S_{c, r}} \max _{s \in \mathbb{R}} E_{\mu}(s \star v) .
$$

On the other hand, if $u \in S_{c, r}$, then $t_{u} \star u \in \mathcal{P}_{-}^{c, \mu} \cap S_{c, r}$, and hence

$$
\max _{s \in \mathbb{R}} E_{\mu}(s \star u)=E_{\mu}\left(t_{u} \star u\right) \geq \inf _{\mathcal{P}_{-}^{c, \mu} \cap S_{c, r}} E_{\mu} .
$$

By using Lemma 4.11, we can similarly prove

$$
\inf _{\mathcal{P}_{-}^{c, 0} \cap S_{c, r}} E_{0}=\inf _{u \in S_{c, r}} \max _{s \in \mathbb{R}} E_{0}(s \star u) .
$$

Lemma 4.16. Let $a>0, b>0, c>0,2<q<\frac{10}{3}$ and $\frac{14}{3}<p<6$. For any $0 \leq \mu_{1}<\mu_{2}<\min \left\{\mu_{*}, \mu^{*}\right\}$, it holds that $\sigma\left(c, \mu_{2}\right) \leq \sigma\left(c, \mu_{1}\right) \leq m(c, 0)$, where $\mu_{*}, \mu^{*}$ were defined in (1.9).

Proof. From (4.7), we have $\sigma(c, \mu)=\inf _{\mathcal{P}_{-}^{c, \mu} \cap S_{c, r}} E_{\mu}$. By Lemmas 4.14-4.15, we have

$$
\begin{aligned}
& \sigma\left(c, \mu_{1}\right)=\inf _{u \in S_{c, r} r} \max _{s \in \mathbb{R}} E_{\mu_{1}}(s \star u) \leq \inf _{u \in S_{c, r}} \max _{s \in \mathbb{R}} E_{0}(s \star u)=m_{r}(c, 0)=m(c, 0), \\
& \sigma\left(c, \mu_{2}\right) \leq \max _{s \in \mathbb{R}} E_{\mu_{2}}\left(s \star \hat{u}_{\mu_{1}}\right) \leq \max _{s \in \mathbb{R}} E_{\mu_{1}}\left(s \star \hat{u}_{\mu_{1}}\right)=E_{\mu_{1}}\left(\hat{u}_{\mu_{1}}\right)=\sigma\left(c, \mu_{1}\right) .
\end{aligned}
$$

Proof of Theorem 1.1-(4): convergence of $\tilde{u}_{\mu}$. From Lemma 4.4, we know that $R_{0}(c, \mu) \rightarrow 0$ as $\mu \rightarrow 0^{+}$, and hence $\left\|\nabla \tilde{u}_{\mu}\right\|_{2}<R_{0}(c, \mu) \rightarrow 0$ as well. Moreover

$$
\begin{aligned}
0 & >m(c, \mu) \geq \frac{a}{2}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{2}+\frac{b}{4}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{4}-\frac{\mathcal{C}_{p}^{p}}{p}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{p \delta_{p}} c^{p\left(1-\delta_{p}\right)}-\frac{\mu \mathcal{C}_{q}^{q}}{q}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{q \delta_{q}} c^{q\left(1-\delta_{q}\right)} \\
& \rightarrow 0
\end{aligned}
$$

which implies that $m(c, \mu) \rightarrow 0$.
We consider now the behavior of $\hat{u}_{\mu}$.

Proof of Theorem 1.1-(5): convergence of $\hat{u}_{\mu}$. Let us consider $\left\{\hat{u}_{\mu}: 0<\mu<\bar{\mu}\right\}$, with $\bar{\mu}$ small enough. Since $\hat{u}_{\mu} \in \mathcal{P}_{c, \mu}$, from Lemma 4.16, we have

$$
\begin{aligned}
& m(c, 0) \geq \sigma(c, \mu)=E_{\mu}\left(\hat{u}_{\mu}\right) \\
& =\left(\frac{a}{2}-\frac{a}{p \delta_{p}}\right)\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{2}+\left(\frac{b}{4}-\frac{b}{p \delta_{p}}\right)\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{4}-\frac{\mu}{q}\left(1-\frac{q \delta_{q}}{p \delta_{p}}\right)\left\|\hat{u}_{\mu}\right\|_{q}^{q} \\
& \geq\left(\frac{a}{2}-\frac{a}{p \delta_{p}}\right)\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{2}+\left(\frac{b}{4}-\frac{b}{p \delta_{p}}\right)\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{4}-\frac{\mu}{q}\left(1-\frac{q \delta_{q}}{p \delta_{p}}\right) \mathcal{C}_{q}^{q} c^{q\left(1-\delta_{q}\right)}\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{q \delta_{q}} .
\end{aligned}
$$

Hence $\left\{\hat{u}_{\mu}\right\}$ is bounded in $H^{1}$. Since each $\hat{u}_{\mu}$ is a positive function in $S_{c, r}$, we deduce that up to a subsequence $\hat{u}_{\mu} \rightharpoonup \hat{u} \geq 0$ weakly in $H^{1}\left(\mathbb{R}^{3}\right)$, strongly in $L^{r}$ for $2<r<6$ and a.e. on $\mathbb{R}^{3}$, as $\mu \rightarrow 0^{+}$. Using the fact that $\hat{u}_{\mu}$ solves

$$
\begin{equation*}
-\left(a+b\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{2}\right) \Delta \hat{u}_{\mu}=\hat{\lambda}_{\mu} \hat{u}_{\mu}+\left|\hat{u}_{\mu}\right|^{p-2} \hat{u}_{\mu}+\mu\left|\hat{u}_{\mu}\right|^{q-2} \hat{u}_{\mu} \quad \text { in } \mathbb{R}^{3} \tag{4.13}
\end{equation*}
$$

for $\hat{\lambda}_{\mu}<0$ and $P_{\mu}\left(\hat{u}_{\mu}\right)=0$, we infer that $\hat{\lambda}_{\mu} c^{2}=\mu\left(\delta_{q}-1\right)\left\|\hat{u}_{\mu}\right\|_{q}^{q}+\left(\delta_{p}-1\right)\left\|\hat{u}_{\mu}\right\|_{p}^{p}$. As $\mu>0$ and $0<\delta_{q}, \delta_{p}<1$, we deduce that $\hat{\lambda}_{\mu}$ converges (up to a subsequence) to some $\hat{\lambda} \leq 0$ satisfying

$$
\hat{\lambda} c^{2}=\left(\delta_{p}-1\right)\|\hat{u}\|_{p}^{p}
$$

with $\hat{\lambda}=0$ if and only if $\hat{u} \equiv 0$. We claim that $\hat{\lambda}<0$. In fact, $\hat{u}_{\mu} \rightharpoonup \hat{u}$ weakly in $H^{1}$ implies that $\hat{u}$ is a weak radial solution to

$$
\begin{equation*}
-(a+b B) \Delta \hat{u}=\hat{\lambda} \hat{u}+|\hat{u}|^{p-2} \hat{u} \quad \text { in } \mathbb{R}^{3} \tag{4.14}
\end{equation*}
$$

where $B:=\lim _{\mu \rightarrow 0^{+}}\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{2} \geq\|\nabla \hat{u}\|_{2}^{2}$. By Lemma 4.16, we have

$$
\begin{aligned}
& -\frac{b}{4}\|\nabla \hat{u}\|_{2}^{4}+\left(\frac{\delta_{p}}{2}-\frac{1}{p}\right)\|\hat{u}\|_{p}^{p} \\
& \geq \lim _{\mu \rightarrow 0^{+}}\left[-\frac{b}{4}\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{4}+\left(\frac{\delta_{p}}{2}-\frac{1}{p}\right)\left\|\hat{u}_{\mu}\right\|_{p}^{p}-\mu\left(\frac{1}{q}-\frac{\delta_{q}}{2}\right)\left\|\hat{u}_{\mu}\right\|_{q}^{q}\right] \\
& =\lim _{\mu \rightarrow 0^{+}} E_{\mu}\left(\hat{u}_{\mu}\right)=\lim _{\mu \rightarrow 0^{+}} \sigma(c, \mu) \geq \sigma(c, \bar{\mu})>0
\end{aligned}
$$

which gives $\left(\frac{\delta_{p}}{2}-\frac{1}{p}\right)\|\hat{u}\|_{p}^{p}>\frac{b}{4}\|\nabla \hat{u}\|_{2}^{4}$. So we have $\hat{u} \not \equiv 0$, and in turn yields $\hat{\lambda}<0$ and $B>0$. The strong maximum principle implies that $\hat{u}>0$. Test (4.13)-(4.14) with $\hat{u}_{\mu}-\hat{u}$, we have

$$
(a+b B)\left\|\nabla\left(\hat{u}_{\mu}-\hat{u}\right)\right\|_{2}^{2}-\hat{\lambda}\left\|\hat{u}_{\mu}-\hat{u}\right\|_{2}^{2} \rightarrow 0
$$

which implies that $\hat{u}_{\mu} \rightarrow \hat{u}$ in $H^{1}$ as $\mu \rightarrow 0^{+}$. It results to $m(c, 0) \leq E_{0}(\hat{u})$. Since $\lim _{\mu \rightarrow 0^{+}}\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{2}=\|\nabla \hat{u}\|_{2}^{2}$, we also have

$$
E_{0}(\hat{u})=\frac{a}{2}\|\nabla \hat{u}\|_{2}^{2}+\frac{b}{4}\|\nabla \hat{u}\|_{2}^{4}-\frac{1}{p}\|\hat{u}\|_{p}^{p}=\lim _{\mu \rightarrow 0^{+}} E_{\mu}\left(\hat{u}_{\mu}\right)=\lim _{\mu \rightarrow 0^{+}} \sigma(c, \mu) \leq m(c, 0) .
$$

Consequently, $E_{0}(\hat{u})=\lim _{\mu \rightarrow 0^{+}} \sigma(c, \mu)=m(c, 0)$ and $\hat{u}$ is a positive solution to (4.14). From [18, 22, 35], we know that (4.14) has a unique positive solution $u_{0}$. Thus $\hat{u}=u_{0}$.

Proof of Theorem 1.2-(3). From Lemma 4.4, we know that $R_{0}(c, \mu) \rightarrow 0$ as $\mu \rightarrow 0^{+}$, and hence $\left\|\nabla \tilde{u}_{\mu}\right\|_{2}<R_{0}(c, \mu) \rightarrow 0$ as well. Moreover,

$$
\begin{aligned}
0 & >m(c, \mu)=E_{\mu}\left(\tilde{u}_{\mu}\right) \\
& \geq \frac{a}{2}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{2}+\frac{b}{4}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{4}-\frac{\mathcal{S}^{-3}}{6}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{6}-\frac{\mu \mathcal{C}_{q}^{q}}{q}\left\|\nabla \tilde{u}_{\mu}\right\|_{2}^{q \delta_{q}} c^{q\left(1-\delta_{q}\right)} \rightarrow 0
\end{aligned}
$$

which implies that $m(c, \mu) \rightarrow 0$.

## 5. Purely $L^{2}$-supercritical case

In this Section, we always assume that $\frac{14}{3}<q<p \leq 6$. Under this setting, we obtain one critical point for $\left.E_{\mu}\right|_{S_{c}}$, since $\left.E_{\mu}\right|_{S_{c}}$ admits a Mountain Pass geometry. Subsection 5.1 is devoted to locating the exact position of some critical points to $\left.E_{\mu}\right|_{S_{c}}$. In Subsection 5.2, we prove Theorems 1.3-1.4.
5.1. The exact location of some critical points to $\left.E_{\mu}\right|_{S_{c}}$ for $\frac{14}{3}<q<p \leq$ 6. In this Subsection, we study the structure of $\mathcal{P}_{c, \mu}$ and $E_{\mu}$ to locate the position of some critical points to $\left.E_{\mu}\right|_{S_{c}}$. Since $\frac{14}{3}<q<p \leq 6$, we have $4<q \delta_{q}<p \delta_{p}$. Similar to the proof of Lemmas 4.1-4.2, we can prove that $\mathcal{P}_{c, \mu}$ is a natural constraint and $\mathcal{P}_{0}^{c, \mu}=\emptyset$. Furthermore, we have

Lemma 5.1. Let $\tilde{a}, \tilde{b}, \tilde{c}, \tilde{d}, \tilde{p}, \tilde{q} \in(0,+\infty)$ and $f(t):=\tilde{a} t^{2}+\tilde{b} t^{4}-\tilde{c} t^{\tilde{p}}-\tilde{d} t^{\tilde{q}}$ for $t \geq 0$. If $\tilde{p}, \tilde{q} \in(4,+\infty), f(t)$ has a unique maximum point at a positive level on $[0,+\infty)$.

Proof. Direct calculations give

$$
\begin{aligned}
f^{\prime}(t) & =t g(t) \quad \text { for } \quad g(t)=2 \tilde{a}+4 \tilde{b} t^{2}-\tilde{p} \tilde{c} t^{\tilde{p}-2}-\tilde{q} \tilde{d} t^{\tilde{q}-2} \\
g^{\prime}(t) & =t w(t) \quad \text { for } w(t)=8 \tilde{b}-\tilde{p}(\tilde{p}-2) \tilde{c} \tilde{p}^{\tilde{p}-4}-\tilde{q}(\tilde{q}-2) \tilde{d} t^{\tilde{q}-4} ; \\
w^{\prime}(t) & =-\tilde{p}(\tilde{p}-2)(\tilde{p}-4) \tilde{c} t^{\tilde{p}-5}-\tilde{q}(\tilde{q}-2)(\tilde{q}-4) \tilde{d} t^{\tilde{q}-5} .
\end{aligned}
$$

Since $w^{\prime}(t)<0$ for $t>0$, we know that $w(t) \searrow$ on $[0,+\infty)$. The fact that $w(0)>0$ and $w(+\infty)=-\infty$ imply that there exists unique $t^{*}>0$ such that $w\left(t^{*}\right)=0$, $w(t)>0$ if $t \in\left(0, t^{*}\right)$ and $w(t)<0$ if $t \in\left(t^{*},+\infty\right)$. Consequently, $g(t) \nearrow$ on $\left[0, t^{*}\right)$ and $\searrow$ on $\left(t^{*},+\infty\right)$. The fact that $g(0)>0$ and $g(+\infty)=-\infty$ imply that there exists unique $\bar{t}>t^{*}$ such that $g(\bar{t})=0, g(t)>0$ if $t \in(0, \bar{t})$ and $g(t)<0$ if $t \in(\bar{t},+\infty)$. We get $f^{\prime}(t)>0$ if $t \in(0, \bar{t})$ and $f^{\prime}(t)<0$ if $t \in(\bar{t},+\infty)$, which implies that $f(t) \nearrow$ on $[0, \bar{t})$ and $\searrow$ on $(\bar{t},+\infty)$. Since $f(0)=0$, then $f(t)$ has a unique maximum point at $\bar{t}$ and $f(\bar{t})>0$.

Lemma 5.2. Let $a>0, b>0, c>0, \frac{14}{3}<q<p \leq 6$ and $\mu>0$. For every $u \in S_{c}, \Psi_{u}^{\mu}$ has a unique critical point $t_{u} \in \mathbb{R}$, which is a strict maximum point at a positive level. Moreover:
(1) $\mathcal{P}_{c, \mu}=\mathcal{P}_{-}^{c, \mu}$.
(2) $\Psi_{u}^{\mu}$ is strictly decreasing on $\left(t_{u},+\infty\right)$, and $t_{u}<0$ implies $P_{\mu}(u)<0$.
(3) The maps $u \in S_{c} \mapsto t_{u} \in \mathbb{R}$ are of class $C^{1}$.
(4) If $P_{\mu}(u)<0$, then $t_{u}<0$.

Proof. By using Lemma 5.1, we derive that $\Psi_{u}^{\mu}$ has a unique maximum point at a positive level. The rest of the proof is similar to that of Lemma 6.1 in [28].

Lemma 5.3. Let $a>0, b>0, c>0, \frac{14}{3}<q<p \leq 6$ and $\mu>0$. Then, we have

$$
m(c, \mu):=\inf _{u \in \mathcal{P}_{c, \mu}} E_{\mu}(u)>0
$$

Proof. The proof is similar to that of Lemma 4.12.
Lemma 5.4. Let $a>0, b>0, c>0, \frac{14}{3}<q<p \leq 6$ and $\mu>0$. Then, there exists $k>0$ sufficiently small such that

$$
0<\sup _{\overline{A_{k}}} E_{\mu}<m(c, \mu) \quad \text { and } \quad u \in \overline{A_{k}} \Longrightarrow E_{\mu}(u)>0, \quad P_{\mu}(u)>0
$$

where $A_{k}:=\left\{u \in S_{c}:\|\nabla u\|_{2}^{2}<k\right\}$.
Proof. The proof is similar to that of Lemma 4.13.
To apply Proposition 3.2 and recover compactness when $p=6$, we need an estimate from above on

$$
m_{r}(c, \mu):=\inf _{u \in \mathcal{P}_{c, \mu} \cap S_{c, r}} E_{\mu}(u) .
$$

Lemma 5.5. Let $a>0, b>0, c>0, \frac{14}{3}<q<6, p=6$ and $\mu>0$. Then $m_{r}(c, \mu)<\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}$, where $\Lambda=\frac{b \mathcal{S}^{2}}{2}+\sqrt{a \mathcal{S}+\frac{b^{2} \mathcal{S}^{4}}{4}}$.

Proof. By Theorem 1.42 of [31], we know that $\mathcal{S}=\inf _{u \in D^{1,2}\left(\mathbb{R}^{3}\right) \backslash\{0\}} \frac{\|\nabla u\|_{2}^{2}}{\|u\|_{6}^{2}}$ is attained by

$$
\begin{equation*}
U_{\varepsilon}(x):=3^{\frac{1}{4}}\left(\frac{\varepsilon}{\varepsilon^{2}+|x|^{2}}\right)^{\frac{1}{2}}, \quad \forall \varepsilon>0 \tag{5.1}
\end{equation*}
$$

Furthermore, we have $\left\|\nabla U_{\varepsilon}\right\|_{2}^{2}=\left\|U_{\varepsilon}\right\|_{6}^{6}=\mathcal{S}^{\frac{3}{2}}$. Take a radially decreasing cut-off function $\eta \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right)$ such that $\eta \equiv 1$ in $B_{1}(0), \eta \equiv 0$ in $B_{2}^{c}(0):=\mathbb{R}^{3} \backslash B_{2}(0)$, and let

$$
u_{\varepsilon}(x):=\eta(x) U_{\varepsilon}(x), \quad \text { and } \quad v_{\varepsilon}(x):=c \frac{u_{\varepsilon}(x)}{\left\|u_{\varepsilon}\right\|_{2}}, \quad \forall \varepsilon \in(0,1) .
$$

Clearly, $v_{\varepsilon} \in S_{c, r}$, by Lemma 5.2, there exists a unique $t_{v_{\varepsilon}, \mu} \in \mathbb{R}$ such that

$$
m_{r}(c, \mu)=\inf _{\mathcal{P}_{c, \mu} \cap S_{c, r}} E_{\mu} \leq E_{\mu}\left(t_{v_{\varepsilon}, \mu} \star v_{\varepsilon}\right)=\max _{s \in \mathbb{R}} E_{\mu}\left(s \star v_{\varepsilon}\right)=\max _{s \in \mathbb{R}} \Psi_{v_{\varepsilon}}^{\mu}(s), \quad \forall \varepsilon>0 .
$$

So, it is sufficient to prove $\max _{s \in \mathbb{R}} \Psi_{v_{\varepsilon}}^{\mu}(s)=E_{\mu}\left(t_{v_{\varepsilon}, \mu} \star v_{\varepsilon}\right)<\frac{a \mathcal{S} \Lambda}{3}+\frac{b S^{2} \Lambda^{2}}{12}$.
To this end, we need some integral estimates. Similar to Lemma 1.46 in [31] or Lemma A. 1 in [28], we can derive that

$$
\begin{align*}
& \left\|\nabla u_{\varepsilon}\right\|_{2}^{2}=\mathcal{S}^{\frac{3}{2}}+O(\varepsilon), \quad\left\|u_{\varepsilon}\right\|_{6}^{6}=\mathcal{S}^{\frac{3}{2}}+O\left(\varepsilon^{3}\right), \quad\left\|u_{\varepsilon}\right\|_{2}^{2}=O(\varepsilon),\left\|u_{\varepsilon}\right\|_{q}^{q}=O\left(\varepsilon^{3-\frac{q}{2}}\right) \\
& \left\|\nabla u_{\varepsilon}\right\|_{2}^{2} \geq C_{1}, \quad \frac{1}{C_{2}} \geq\left\|u_{\varepsilon}\right\|_{6}^{6} \geq C_{2}, \quad\left\|u_{\varepsilon}\right\|_{2}^{2} \geq C_{3} \varepsilon \tag{5.2}
\end{align*}
$$

for some constants $C_{i}>0(i=1,2,3)$, which are independent of $\varepsilon, c$ and $\mu$.
Next, we prove $\max _{s \in \mathbb{R}} \Psi_{v_{\varepsilon}}^{0}(s)=E_{0}\left(t_{v_{\varepsilon}, 0} \star v_{\varepsilon}\right)=\frac{a \mathcal{S} \Lambda}{3}+\frac{b S^{2} \Lambda^{2}}{12}+O\left(\varepsilon^{\frac{1}{2}}\right)$. Since

$$
\Psi_{v_{\varepsilon}}^{0}(s)=\frac{a}{2} e^{2 s}\left\|\nabla v_{\varepsilon}\right\|_{2}^{2}+\frac{b}{4} e^{4 s}\left\|\nabla v_{\varepsilon}\right\|_{2}^{4}-\frac{e^{6 s}}{6}\left\|v_{\varepsilon}\right\|_{6}^{6},
$$

we see that $\Psi_{v_{\varepsilon}}^{0}(s)$ has a unique maximum point $t_{v_{\varepsilon}, 0}$ such that

$$
e^{2 t_{v_{\varepsilon}, 0}}=\frac{b\left\|\nabla v_{\varepsilon}\right\|_{2}^{4}}{2\left\|v_{\varepsilon}\right\|_{6}^{6}}+\sqrt{\frac{a\left\|\nabla v_{\varepsilon}\right\|_{2}^{2}}{\left\|v_{\varepsilon}\right\|_{6}^{6}}+\frac{b^{2}\left\|\nabla v_{\varepsilon}\right\|_{2}^{8}}{4\left\|v_{\varepsilon}\right\|_{6}^{12}}} .
$$

Then, we derive that

$$
\begin{aligned}
\frac{c^{2} e^{2 t_{v}, 0}}{\left\|u_{\varepsilon}\right\|_{2}^{2}} & =\frac{b\left\|\nabla u_{\varepsilon}\right\|_{2}^{4}}{2\left\|u_{\varepsilon}\right\|_{6}^{6}}+\sqrt{\frac{a\left\|\nabla u_{\varepsilon}\right\|_{2}^{2}}{\left\|u_{\varepsilon}\right\|_{6}^{6}}+\frac{b^{2}\left\|\nabla u_{\varepsilon}\right\|_{2}^{8}}{4\left\|u_{\varepsilon}\right\|_{6}^{12}}} \\
& =\frac{b\left(\mathcal{S}^{\frac{3}{2}}+O(\varepsilon)\right)^{2}}{2\left(\mathcal{S}^{\frac{3}{2}}+O\left(\varepsilon^{3}\right)\right)}+\sqrt{\frac{a\left(\mathcal{S}^{\frac{3}{2}}\right.}{\left.\mathcal{S}^{\frac{3}{2}}+O(\varepsilon)\right)}+\frac{b^{2}\left(\mathcal{S}^{3}\right)}{4\left(\mathcal{S}^{\frac{3}{2}}+O(\varepsilon)\right)^{4}}} \\
& =\frac{b \mathcal{S}^{\frac{3}{2}}}{2}+\sqrt{\left.a+\frac{b^{2} \mathcal{S}^{3}}{4}+O(\varepsilon)\right)^{2}}+O(\varepsilon) \\
& \leq \frac{b \mathcal{S}^{\frac{3}{2}}}{2}+\sqrt{a+\frac{b^{2} \mathcal{S}^{3}}{4}}+O\left(\varepsilon^{\frac{1}{2}}\right)=\frac{\Lambda}{\sqrt{\mathcal{S}}}+O\left(\varepsilon^{\frac{1}{2}}\right),
\end{aligned}
$$

where $\Lambda=\frac{b \mathcal{S}^{2}}{2}+\sqrt{a \mathcal{S}+\frac{b^{2} \mathcal{S}^{4}}{4}}$. This leads to that

$$
\begin{aligned}
& \sup _{s \in \mathbb{R}} \Psi_{v_{\varepsilon}}^{0}(s)= \Psi_{v_{\varepsilon}}^{0}\left(t_{v_{\varepsilon}, 0}\right) \\
&= \frac{a}{2} \frac{c^{2} e^{2 t_{v_{\varepsilon}, 0}}}{\left\|u_{\varepsilon}\right\|_{2}^{2}}\left\|\nabla u_{\varepsilon}\right\|_{2}^{2}+\frac{b}{4} \frac{c^{4} e^{4 t_{v_{\varepsilon}, 0}}}{\left\|u_{\varepsilon}\right\|_{2}^{4}}\left\|\nabla u_{\varepsilon}\right\|_{2}^{4}-\frac{c^{6} e^{6 t_{v_{\varepsilon}, 0}}}{\left\|u_{\varepsilon}\right\|_{2}^{6}} \frac{\left\|u_{\varepsilon}\right\|_{6}^{6}}{6} \\
&= \frac{a}{2} \frac{c^{2} e^{2 t_{v_{\varepsilon}, 0}}}{\left\|u_{\varepsilon}\right\|_{2}^{2}}\left(\mathcal{S}^{\frac{3}{2}}+O(\varepsilon)\right)+\frac{b}{4} \frac{c^{4} e^{4 t_{v_{\varepsilon}, 0}}}{\left\|u_{\varepsilon}\right\|_{2}^{4}}\left(\mathcal{S}^{\frac{3}{2}}+O(\varepsilon)\right)^{2} \\
&-\frac{c^{6} e^{6 t_{v_{\varepsilon}, 0}}}{\left\|u_{\varepsilon}\right\|_{2}^{6}} \frac{\left(\mathcal{S}^{\frac{3}{2}}+O\left(\varepsilon^{3}\right)\right)}{6} \\
& \leq \frac{a}{2}\left(\frac{\Lambda}{\sqrt{\mathcal{S}}}+O\left(\varepsilon^{\frac{1}{2}}\right)\right)\left(\mathcal{S}^{\frac{3}{2}}+O(\varepsilon)\right)+\frac{b}{4}\left(\frac{\Lambda}{\sqrt{\mathcal{S}}}+O\left(\varepsilon^{\frac{1}{2}}\right)\right)^{2}\left(\mathcal{S}^{3}+O(\varepsilon)\right) \\
&-\left(\frac{b \mathcal{S}^{\frac{3}{2}}}{2}+\sqrt{a+\frac{b^{2} \mathcal{S}^{3}}{4}+O(\varepsilon)}+O(\varepsilon)\right)^{\left.\frac{\left(\mathcal{S}^{\frac{3}{2}}\right.}{}+O\left(\varepsilon^{3}\right)\right)} \\
& 6 \\
& \leq \frac{a \Lambda \mathcal{S}}{2}+\frac{b \Lambda^{2} \mathcal{S}^{2}}{4}+O\left(\varepsilon^{\frac{1}{2}}\right)-\left(\frac{b \mathcal{S}^{\frac{3}{2}}}{2}+\sqrt{a+\frac{b^{2} \mathcal{S}^{3}}{4}}\right)^{3} \frac{\mathcal{S}^{\frac{3}{2}}}{6} \\
&= \frac{a \Lambda \mathcal{S}}{2}+\frac{b \Lambda^{2} \mathcal{S}^{2}}{4}-\frac{\Lambda^{3}}{6}+O\left(\varepsilon^{\frac{1}{2}}\right)=\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}+O\left(\varepsilon^{\frac{1}{2}}\right) .
\end{aligned}
$$

Finally, we estimate $t_{v_{\varepsilon}, \mu}$. From $\left(\Psi_{v_{\varepsilon}}^{\mu}\right)^{\prime}\left(t_{v_{\varepsilon}, \mu}\right)=P_{\mu}\left(t_{v_{\varepsilon}, \mu} \star v_{\varepsilon}\right)=0$, we have

$$
a e^{2 t t_{\varepsilon}, \mu}\left\|\nabla v_{\varepsilon}\right\|_{2}^{2}+b e^{4 t_{v_{\varepsilon}, \mu}}\left\|\nabla v_{\varepsilon}\right\|_{2}^{4}=\mu \delta_{q} e^{q \delta_{q} t_{v_{\varepsilon}, \mu}}\left\|v_{\varepsilon}\right\|_{q}^{q}+e^{6 t_{v_{\varepsilon}, \mu}}\left\|v_{\varepsilon}\right\|_{6}^{6} \geq e^{6 t_{v_{\varepsilon}, \mu}}\left\|v_{\varepsilon}\right\|_{6}^{6}
$$

It results to that $e^{2 t_{v_{\varepsilon}, \mu}} \leq e^{2 t_{v_{\varepsilon}, 0}}$, so we have

$$
\begin{equation*}
e^{2 t_{v_{\varepsilon}, \mu}} \leq \frac{b\left\|\nabla v_{\varepsilon}\right\|_{2}^{4}}{2\left\|v_{\varepsilon}\right\|_{6}^{6}}+\sqrt{\frac{a\left\|\nabla v_{\varepsilon}\right\|_{2}^{2}}{\left\|v_{\varepsilon}\right\|_{6}^{6}}+\frac{b^{2}\left\|\nabla v_{\varepsilon}\right\|_{2}^{8}}{4\left\|v_{\varepsilon}\right\|_{6}^{12}}} \leq \frac{b\left\|\nabla v_{\varepsilon}\right\|_{2}^{4}}{\left\|v_{\varepsilon}\right\|_{6}^{6}}+\frac{\sqrt{a}\left\|\nabla v_{\varepsilon}\right\|_{2}}{\left\|v_{\varepsilon}\right\|_{6}^{3}} . \tag{5.4}
\end{equation*}
$$

On the other hand, we have

$$
\begin{aligned}
e^{4 t_{v_{\varepsilon}, \mu}} & =\frac{a\left\|\nabla v_{\varepsilon}\right\|_{2}^{2}}{\left\|v_{\varepsilon}\right\|_{6}^{6}}+\frac{b\left\|\nabla v_{\varepsilon}\right\|_{2}^{4}}{\left\|v_{\varepsilon}\right\|_{6}^{6}} e^{2 t_{v_{\varepsilon}, \mu}}-\mu \delta_{q} \frac{\left\|v_{\varepsilon}\right\|_{q}^{q}}{\left\|v_{\varepsilon}\right\|_{6}^{6}} e^{\left(q \delta_{q}-2\right) t_{v_{\varepsilon}, \mu}} \\
& \geq \frac{b\left\|\nabla v_{\varepsilon}\right\|_{2}^{4}}{\left\|v_{\varepsilon}\right\|_{6}^{6}} e^{2 t_{v_{\varepsilon}, \mu}}-\mu \delta_{q} \frac{\left\|v_{\varepsilon}\right\|_{q}^{q}}{\left\|v_{\varepsilon}\right\|_{6}^{6}} e^{\left(q \delta_{q}-2\right) t_{v_{\varepsilon}, \mu}} .
\end{aligned}
$$

By the inequality $\left(\ell_{1}+\ell_{2}\right)^{\frac{q \delta_{q}-4}{2}} \leq \ell_{1}^{\frac{q \delta_{q}-4}{2}}+\ell_{2}^{\frac{q \delta_{q}-4}{2}}$ for $\ell_{1}, \ell_{2} \geq 0$ and (5.4), we have

$$
\begin{aligned}
e^{2 t_{v_{\varepsilon}, \mu}} \geq & \frac{b\left\|\nabla v_{\varepsilon}\right\|_{2}^{4}}{\left\|v_{\varepsilon}\right\|_{6}^{6}}-\mu \delta_{q} \frac{\left\|v_{\varepsilon}\right\|_{q}^{q}}{\left\|v_{\varepsilon}\right\|_{6}^{6}} e^{\left(q \delta_{q}-4\right) t_{v_{\varepsilon}, \mu}} \\
= & \frac{b\left\|u_{\varepsilon}\right\|_{2}^{2}}{c^{2}} \frac{\left\|\nabla u_{\varepsilon}\right\|_{2}^{4}}{\left\|u_{\varepsilon}\right\|_{6}^{6}}-\mu \delta_{q} \frac{\left\|u_{\varepsilon}\right\|_{2}^{6-q}}{c^{6-q}} \frac{\left\|u_{\varepsilon}\right\|_{q}^{q}}{\left\|u_{\varepsilon}\right\|_{6}^{6}} e^{\left(q \delta_{q}-4\right) t_{v_{\varepsilon}, \mu}} \\
\geq & \frac{b\left\|u_{\varepsilon}\right\|_{2}^{2}}{c^{2}} \frac{\left\|\nabla u_{\varepsilon}\right\|_{2}^{4}}{\left\|u_{\varepsilon}\right\|_{6}^{6}}-\mu \delta_{q} \frac{\left\|u_{\varepsilon}\right\|_{2}^{6-q}}{c^{6-q}} \frac{\left\|u_{\varepsilon}\right\|_{q}^{q}}{\left\|u_{\varepsilon}\right\|_{6}^{6}}\left[\frac{b\left\|\nabla v_{\varepsilon}\right\|_{2}^{4}}{\left\|v_{\varepsilon}\right\|_{6}^{6}}+\frac{\sqrt{a}\left\|\nabla v_{\varepsilon}\right\|_{2}}{\left\|v_{\varepsilon}\right\|_{6}^{3}}\right]^{\frac{q \delta_{q}-4}{2}} \\
\geq & \frac{b\left\|u_{\varepsilon}\right\|_{2}^{2}}{c^{2}} \frac{\left\|\nabla u_{\varepsilon}\right\|_{2}^{4}}{\left\|u_{\varepsilon}\right\|_{6}^{6}}-\mu \delta_{q} \frac{\left\|u_{\varepsilon}\right\|_{2}^{6-q}}{c^{6-q}} \frac{\left\|u_{\varepsilon}\right\|_{q}^{q}}{\left\|u_{\varepsilon}\right\|_{6}^{6}}\left[\left(\frac{b\left\|\nabla v_{\varepsilon}\right\|_{2}^{4}}{\left\|v_{\varepsilon}\right\|_{6}^{6}}\right)^{\frac{q \delta_{q}-4}{2}}+\left(\frac{\sqrt{a}\left\|\nabla v_{\varepsilon}\right\|_{2}}{\left\|v_{\varepsilon}\right\|_{6}^{3}}\right)^{\frac{q \delta_{q}-4}{2}}\right] \\
= & \frac{b\left\|u_{\varepsilon}\right\|_{2}^{2}}{c^{2}} \frac{\left\|\nabla u_{\varepsilon}\right\|_{2}^{4}}{\left\|u_{\varepsilon}\right\|_{6}^{6}}-\mu \delta_{q} \frac{\left\|u_{\varepsilon}\right\|_{2}^{2-q\left(1-\delta_{q}\right)}}{c^{2-q\left(1-\delta_{q}\right)}} \frac{\left\|u_{\varepsilon}\right\|_{q}^{q}}{\left\|u_{\varepsilon}\right\|_{6}^{6}}\left[\left(\frac{b\left\|\nabla u_{\varepsilon}\right\|_{2}^{4}}{\left\|u_{\varepsilon}\right\|_{6}^{6}}\right)^{\frac{q \delta_{q}-4}{2}}\right. \\
& \left.+\left(\frac{\sqrt{a}\left\|\nabla u_{\varepsilon}\right\|_{2}}{\left\|u_{\varepsilon}\right\|_{6}^{3}}\right)^{\frac{q \delta_{q}-4}{2}}\right] \\
= & \frac{\left\|u_{\varepsilon}\right\|_{2}^{2}}{c^{2}}\left\{\frac{b\left\|\nabla u_{\varepsilon}\right\|_{2}^{4}}{\left\|u_{\varepsilon}\right\|_{6}^{6}}-\frac{\mu \delta_{q} c^{q\left(1-\delta_{q}\right)}}{\left\|u_{\varepsilon}\right\|_{6}^{6}} \frac{\left\|u_{\varepsilon}\right\|_{q}^{q}}{\left\|u_{\varepsilon}\right\|_{2}^{q\left(1-\delta_{q}\right)}}\left[\left(\frac{b\left\|\nabla u_{\varepsilon}\right\|_{2}^{4}}{\left\|u_{\varepsilon}\right\|_{6}^{6}}\right)^{\frac{q \delta_{q}-4}{2}}\right.\right. \\
& \left.\left.+\left(\frac{\sqrt{a}\left\|\nabla u_{\varepsilon}\right\|_{2}}{\left\|u_{\varepsilon}\right\|_{6}^{3}}\right)^{\frac{q \delta_{q}-4}{2}}\right]\right\} \geq \frac{\left\|u_{\varepsilon}\right\|_{2}^{2}}{c^{2}}\left\{C_{4}-\mu \delta_{q} c^{q\left(1-\delta_{q}\right)} C_{5} \frac{\left\|u_{\varepsilon}\right\|_{q}^{q}}{\left\|u_{\varepsilon}\right\|_{2}^{q\left(1-\delta_{q}\right)}}\right\},
\end{aligned}
$$

where $C_{4}=C_{4}(b, \mathcal{S})>0$ and $C_{5}=C_{5}(a, b, q, \mathcal{S})>0$. Utilizing (5.2), we have $\frac{\left\|u_{\varepsilon}\right\|_{q}^{q}}{\left\|u_{\varepsilon}\right\|_{2}^{q\left(1-\delta_{q}\right)}}=O\left(\varepsilon^{\frac{6-q}{4}}\right)$. Consequently, we get

$$
\begin{equation*}
e^{2 t_{v_{\varepsilon}, \mu}} \geq \frac{\left\|u_{\varepsilon}\right\|_{2}^{2}}{c^{2}}\left\{C_{4}-O\left(\varepsilon^{\frac{6-q}{4}}\right) \mu \delta_{q} c^{q\left(1-\delta_{q}\right)} C_{5}\right\} \geq \frac{\left\|u_{\varepsilon}\right\|_{2}^{2}}{c^{2}} \frac{C_{4}}{4} \tag{5.5}
\end{equation*}
$$

for $\varepsilon>0$ sufficiently small. Then (5.5) gives $e^{t_{v_{\varepsilon}, \mu}} \geq C \frac{\left\|u_{\varepsilon}\right\|_{2}}{c}$ for some constant $C=\frac{\sqrt{C_{4}}}{2}$. Since $q \in\left(\frac{14}{3}, 6\right)$, we get

$$
\begin{aligned}
\sup _{s \in \mathbb{R}} \Psi_{v_{\varepsilon}}^{\mu}(s) & =\Psi_{v_{\varepsilon}}^{\mu}\left(t_{v_{\varepsilon}, \mu}\right)=\Psi_{v_{\varepsilon}}^{0}\left(t_{v_{\varepsilon}, \mu}\right)-\mu \frac{e^{q \delta_{q} t_{v_{\varepsilon}, \mu}}}{q}\left\|v_{\varepsilon}\right\|_{q}^{q} \\
& \leq \sup _{s \in \mathbb{R}} \Psi_{v_{\varepsilon}}^{0}(s)-\mu \frac{e^{q \delta_{q} t_{v_{\varepsilon}, \mu}}}{q}\left\|v_{\varepsilon}\right\|_{q}^{q}=\Psi_{v_{\varepsilon}}^{0}\left(t_{v_{\varepsilon}, 0}\right)-\mu \frac{e^{q \delta_{q} t_{v_{\varepsilon}, \mu}}}{q}\left\|v_{\varepsilon}\right\|_{q}^{q} \\
& \leq \frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}+O\left(\varepsilon^{\frac{1}{2}}\right)-\frac{\mu C^{q \delta_{q}} C^{q\left(1-\delta_{q}\right)}}{q} \frac{\left\|u_{\varepsilon}\right\|_{q}^{q}}{\left\|u_{\varepsilon}\right\|_{2}^{q\left(1-\delta_{q}\right)}}
\end{aligned}
$$

$$
\leq \frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}+O\left(\varepsilon^{\frac{1}{2}}\right)-O\left(\varepsilon^{\frac{6-q}{4}}\right)<\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}
$$

5.2. The existence and asymptotic results for $\frac{14}{3}<q<p \leq 6$. In this Subsection, we first prove the existence results, i.e. Theorem 1.3-(1),(2) and Theorem 1.4-(1),(2). Then, we prove the asymptotic results, i.e. Theorem 1.3-(3) and Theorem 1.4-(3).

To prove the asymptotic results in Theorem 1.4, we need the following lemma.
Lemma 5.6. Let $a>0, b>0, c>0, p=6$ and $\mu=0$. Then,

$$
\begin{equation*}
m_{r}(c, 0)=m(c, 0):=\inf _{\mathcal{P}_{c, 0}} E_{0}=\inf _{u \in S_{c}} \max _{s \in \mathbb{R}} E_{0}(s \star u)=\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12} \tag{5.6}
\end{equation*}
$$

where $\Lambda=\frac{b \mathcal{S}^{2}}{2}+\sqrt{a \mathcal{S}+\frac{b^{2} \mathcal{S}^{4}}{4}}$.
Proof. Imitate the proof of Lemma 4.15, we get $\inf _{\mathcal{P}_{c, 0}} E_{0}=\inf _{u \in S_{c}} \max _{s \in \mathbb{R}} E_{0}(s \star$ $u)$. Now, we prove that $\inf _{u \in S_{c}} \max _{s \in \mathbb{R}} E_{0}(s \star u)=\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}$. In fact, direct calculation implies that $\max _{s \in \mathbb{R}} E_{0}(s \star u)=\Psi_{u}^{0}\left(t_{u, 0}\right)$ with

$$
e^{2 t_{u, 0}}=\frac{b\|\nabla u\|_{2}^{4}}{2\|u\|_{6}^{6}}+\sqrt{\frac{a\|\nabla u\|_{2}^{2}}{\|u\|_{6}^{6}}+\frac{b^{2}\|\nabla u\|_{2}^{8}}{4\|u\|_{6}^{12}}} .
$$

We claim that

$$
\begin{equation*}
\inf _{u \in S_{c}} e^{2 t_{u, 0}}\|\nabla u\|_{2}^{2}=\inf _{u \in S_{c}}\left\{\frac{b\|\nabla u\|_{2}^{6}}{2\|u\|_{6}^{6}}+\sqrt{\frac{a\|\nabla u\|_{2}^{6}}{\|u\|_{6}^{6}}+\frac{b^{2}\|\nabla u\|_{2}^{12}}{4\|u\|_{6}^{12}}}\right\}=\mathcal{S} \Lambda . \tag{5.7}
\end{equation*}
$$

On the one hand, by density of $H^{1}\left(\mathbb{R}^{3}\right)$ in $D^{1,2}\left(\mathbb{R}^{3}\right)$ (see [28]), we get

$$
\begin{aligned}
& \inf _{u \in S_{c}} e^{2 t_{u, 0}}\|\nabla u\|_{2}^{2}=\inf _{u \in H^{1}\left(\mathbb{R}^{3}\right) \backslash\{0\}} e^{2 t_{u, 0}}\|\nabla u\|_{2}^{2}=\inf _{u \in D^{1,2}\left(\mathbb{R}^{3}\right) \backslash\{0\}} e^{2 t_{u, 0}\|\nabla u\|_{2}^{2}} \\
& \geq \inf _{u \in D^{1,2}\left(\mathbb{R}^{3}\right) \backslash\{0\}} \frac{b\|\nabla u\|_{2}^{6}}{2\|u\|_{6}^{6}}+\sqrt{\inf _{u \in D^{1,2}\left(\mathbb{R}^{3}\right) \backslash\{0\}} \frac{a\|\nabla u\|_{2}^{6}}{\|u\|_{6}^{6}}+\inf _{u \in D^{1,2}\left(\mathbb{R}^{3}\right) \backslash\{0\}} \frac{b^{2}\|\nabla u\|_{2}^{12}}{4\|u\|_{6}^{12}}} \\
& =\frac{b \mathcal{S}^{3}}{2}+\sqrt{a \mathcal{S}^{3}+\frac{b^{2} \mathcal{S}^{6}}{4}}=\mathcal{S} \Lambda .
\end{aligned}
$$

On the other hand, since $\mathcal{S}=\inf _{u \in D^{1,2}\left(\mathbb{R}^{3}\right) \backslash\{0\}} \frac{\|\nabla u\|_{2}^{2}}{\|u\|_{6}^{2}}$ is attained by $U_{\varepsilon}(x)=3^{\frac{1}{4}}\left(\frac{\varepsilon}{\varepsilon^{2}+|x|^{2}}\right)^{\frac{1}{2}}$ for $\varepsilon>0$, we have

$$
\begin{aligned}
\frac{b \mathcal{S}^{3}}{2}+\sqrt{a \mathcal{S}^{3}+\frac{b^{2} \mathcal{S}^{6}}{4}} & =\frac{b\left\|\nabla U_{\varepsilon}\right\|_{2}^{6}}{2\left\|U_{\varepsilon}\right\|_{6}^{6}}+\sqrt{\frac{a\left\|\nabla U_{\varepsilon}\right\|_{2}^{6}}{\left\|U_{\varepsilon}\right\|_{6}^{6}}+\frac{b^{2}\left\|\nabla U_{\varepsilon}\right\|_{2}^{12}}{4\left\|U_{\varepsilon}\right\|_{6}^{12}}} \\
& =e^{2 t_{U_{\varepsilon}, 0}\left\|\nabla U_{\varepsilon}\right\|_{2}^{2} \geq \inf _{u \in D^{1,2}\left(\mathbb{R}^{3}\right) \backslash\{0\}} e^{2 t_{u, 0}}\|\nabla u\|_{2}^{2} .}
\end{aligned}
$$

Then (5.7) is true. Similarly, we can prove $\inf _{u \in S_{c}} e^{2 t_{u, 0}}\|u\|_{6}^{2}=\Lambda$. These facts imply that

$$
\inf _{u \in S_{c}} \Psi_{u}^{0}\left(t_{u, 0}\right)=\inf _{u \in S_{c}}\left\{\frac{a}{2} e^{2 t_{u, 0}}\|\nabla u\|_{2}^{2}+\frac{b}{4} e^{4 t_{u, 0}}\|\nabla u\|_{2}^{4}-\frac{e^{6 t_{u, 0}}}{6}\|u\|_{6}^{6}\right\}=\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12} .
$$

Finally, we show that $\inf _{\mathcal{P}_{c, 0}} E_{0}=\inf _{\mathcal{P}_{c, 0} \cap S_{c, r}} E_{0}$. Otherwise, there exists $u \in \mathcal{P}_{c, 0} \backslash$ $S_{c, r}$ with $E_{0}(u)<\inf _{\mathcal{P}_{c, 0} \cap S_{c, r}} E_{0}$. Then we let $v:=|u|^{*}$, the symmetric decreasing rearrangement of $|u|$, which lies in $S_{c, r}$. Then, we have $E_{0}(v) \leq E_{0}(u)$ and $P_{0}(v) \leq$ $P_{0}(u)=0$. If $P_{0}(v)=0$, then $E_{0}(u)<\inf _{\mathcal{P}_{c, 0} \cap S_{c, r}} E_{0} \leq E_{0}(v)$, a contradiction,
and hence we get $P_{0}(v)<0$. By Lemma 5.2, we have $t_{v}<0$. However, we get a contradiction that

$$
\begin{aligned}
E_{0}(u) & <\inf _{\mathcal{P}_{c, 0} \cap S_{c, r}} E_{0} \leq E_{0}\left(t_{v} \star v\right)=\frac{a}{4} e^{2 t_{v}}\|\nabla v\|_{2}^{2}+\frac{1}{12} e^{6 t_{v}}\|v\|_{6}^{6} \\
& \leq \frac{a}{4}\|\nabla u\|_{2}^{2}+\frac{1}{12}\|u\|_{6}^{6}=E_{0}(u),
\end{aligned}
$$

where we used the fact that $t_{v} \star v$ and $u$ lies in $\mathcal{P}_{c, 0}$. This proves that $m_{r}(c, 0)=$ $m(c, 0)$.

Based on Lemmas 5.2-5.4 and Proposition 3.1, we can prove Theorem 1.3.
Proof of Theorem 1.3. The proof is different from that of Theorem 1.1-(2), we should revise the minimax class as

$$
\Gamma:=\left\{\gamma(\tau)=(\zeta(\tau), \beta(\tau)) \in C\left([0,1], \mathbb{R} \times S_{c, r}\right) ; \gamma(0) \in\left(0, \bar{A}_{k}\right), \gamma(1) \in\left(0, E_{\mu}^{0}\right)\right\}
$$

Then, it is standard as the proof of Theorem 1.6 in [27] that $\left.E_{\mu}\right|_{S_{c}}$ has a critical point $\hat{u}_{c, \mu}$ at Mountain Pass level $\sigma(c, \mu)>0$ and $\hat{u}_{c, \mu}$ solves $(1.1)_{\hat{\lambda}_{c, \mu}}$ for some $\hat{\lambda}_{c, \mu}<0$. Similar to Lemma 5.6, we get $\inf _{\mathcal{P}_{c, \mu}} E_{\mu}=\inf _{\mathcal{P}_{c, \mu} \cap S_{c, r}} E_{\mu}$, then $\hat{u}_{c, \mu}$ is a ground state of $\left.E_{\mu}\right|_{S_{c}}$. The proof of the asymptotic result is similar to that of Theorem 1.1-(5).

Theorem 1.4 is concerned with the Sobolev critical case $p=6$. Proposition 3.2 and Lemma 5.5 are crucial in the analysis. We first prove the existence results.

Proof of Theorem 1.4-(1),(2). Lemma 5.5 gives $m_{r}(c, \mu)<\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}$, the rest of the proof is the same as that of Theorem 1.3, but we shall replace Proposition 3.1 by Proposition 3.2.

Proof of Theorem 1.4-(3). Let us consider $\left\{\hat{u}_{\mu}: 0<\mu<\bar{\mu}\right\}$, with $\bar{\mu}$ small enough. From Theorem 1.4-(1)(2) and Lemma 5.6, we know that

$$
\begin{equation*}
\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}>E_{\mu}\left(\hat{u}_{\mu}\right)=\frac{a}{4}\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{2}+\mu\left(\frac{\delta_{q}}{4}-\frac{1}{q}\right)\left\|\hat{u}_{\mu}\right\|_{q}^{q}+\frac{1}{12}\left\|\hat{u}_{\mu}\right\|_{6}^{6} \tag{5.8}
\end{equation*}
$$

This leads to $\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{2} \leq C$. So $\left\{\hat{u}_{\mu}\right\}$ is bounded in $H^{1}$. Since each $\hat{u}_{\mu}$ is a positive radial function in $S_{c}$, we deduce that up to a subsequence $\hat{u}_{\mu} \rightharpoonup \hat{u}$ weakly in $H^{1}$, strongly in $L^{r}$ for $2<r<6$ and a.e. on $\mathbb{R}^{3}$, as $\mu \rightarrow 0^{+}$. Using the fact that $\hat{u}_{\mu}$ solves

$$
\begin{equation*}
-\left(a+b\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{2}\right) \Delta \hat{u}_{\mu}=\hat{\lambda}_{\mu} \hat{u}_{\mu}+\left|\hat{u}_{\mu}\right|^{4} \hat{u}_{\mu}+\mu\left|\hat{u}_{\mu}\right|^{q-2} \hat{u}_{\mu} \quad \text { in } \mathbb{R}^{3} \tag{5.9}
\end{equation*}
$$

for $\hat{\lambda}_{\mu}<0$ and $P_{\mu}\left(\hat{u}_{\mu}\right)=0$, we infer that

$$
\hat{\lambda}_{\mu} c^{2}=a\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{2}+b\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{4}-\mu\left\|\hat{u}_{\mu}\right\|_{q}^{q}-\left\|\hat{u}_{\mu}\right\|_{6}^{6}=\mu\left(\delta_{q}-1\right)\left\|\hat{u}_{\mu}\right\|_{q}^{q} \rightarrow 0 \quad \text { as } \mu \rightarrow 0^{+} .
$$

Therefore, we have $\lim _{\mu \rightarrow 0^{+}}\left\{a\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{2}+b\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{4}\right\}=\lim _{\mu \rightarrow 0^{+}}\left\|\hat{u}_{\mu}\right\|_{6}^{6}=\ell \geq 0$ and $\hat{\lambda}_{\mu} \rightarrow 0$. So $\lim _{n \rightarrow \infty}\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{2}=\sqrt{\frac{\ell}{b}+\frac{a^{2}}{4 b^{2}}}-\frac{a}{2 b}$ and by the Sobolev inequality $\ell \geq$ $b \mathcal{S}^{2} \ell^{\frac{2}{3}}+a \mathcal{S} \ell^{\frac{1}{3}}$.

If $\ell=0$, then we have $\hat{u}_{\mu} \rightarrow 0$ strongly in $D^{1,2}\left(\mathbb{R}^{3}\right)$ and so $E_{\mu}\left(\hat{u}_{\mu}\right) \rightarrow 0$ as $\mu \rightarrow 0^{+}$. Imitate Lemma 4.16, we can prove that $\sigma(c, \mu)$ is monotone decreasing in $\mu$ and

$$
\lim _{\mu \rightarrow 0^{+}} E_{\mu}\left(\hat{u}_{\mu}\right)=\lim _{\mu \rightarrow 0^{+}} \sigma(c, \mu) \geq \sigma(c, \bar{\mu})>0
$$

the contradiction implies that $\ell \neq 0$ and so we have $\ell \geq \Lambda^{3}$. By using the monotonicity of $\sigma(c, \mu)$ and (5.6), we also have

$$
\begin{aligned}
\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12} & \leq \frac{\ell}{12}+\frac{a}{4}\left(\sqrt{\frac{\ell}{b}+\frac{a^{2}}{4 b^{2}}}-\frac{a}{2 b}\right) \\
& =\lim _{\mu \rightarrow 0^{+}}\left[\frac{a}{4}\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{2}+\frac{1}{12}\left\|\hat{u}_{\mu}\right\|_{6}^{6}+\mu\left(\frac{\delta_{q}}{4}-\frac{1}{q}\right)\left\|\hat{u}_{\mu}\right\|_{q}^{q}\right] \\
& =\lim _{\mu \rightarrow 0^{+}} E_{\mu}\left(\hat{u}_{\mu}\right)=\lim _{\mu \rightarrow 0^{+}} \sigma(c, \mu) \leq m_{r}(c, 0)=\frac{a \mathcal{S} \Lambda}{3}+\frac{b \mathcal{S}^{2} \Lambda^{2}}{12}
\end{aligned}
$$

which implies that $\ell=\Lambda^{3},\left\|\hat{u}_{\mu}\right\|_{6}^{6} \rightarrow \Lambda^{3}$ and $\left\|\nabla \hat{u}_{\mu}\right\|_{2}^{2} \rightarrow \mathcal{S} \Lambda$ as $\mu \rightarrow 0^{+}$.
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