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On the Minkowski content of self-similar
random homogeneous iterated function systems

Sascha Troscheit

Abstract. The Minkowski content of a compact set is a fine measure of its geometric scaling.

For Lebesgue null sets it measures the decay of the Lebesgue measure of epsilon neighbourhoods

of the set. It is well known that self-similar sets, satisfying reasonable separation conditions and

non-log commensurable contraction ratios, have a well-defined Minkowski content. When dropping

the contraction conditions, the more general notion of average Minkowski content still exists. For

random recursive self-similar sets the Minkowski content also exists almost surely, whereas for

random homogeneous self-similar sets it was recently shown by Zähle that the Minkowski content

exists in expectation.

In this short note we show that the upper Minkowski content, as well as the upper average

Minkowski content of random homogeneous self-similar sets is infinite, almost surely, answering a

conjecture posed by Zähle. Additionally, we show that in the random homogeneous equicontractive

self-similar setting the lower Minkowski content is zero and the lower average Minkowski content

is also infinite. These results are in stark contrast to the random recursive model or the mean

behaviour of random homogeneous attractors.

Satunnaisten itsesimilaarien homogeenisten

iteroitujen funktiojärjestelmien Minkowskin sisältö

Tiivistelmä. Kompaktin joukon Minkowskin sisältö on joukon geometrisen skaalan hieno-

varainen mitta. Lebesguen nollajoukoille se mittaa joukon epsilon-ympäristöjen Lebesguen mitan

vaimenemista. On tunnettua, että itsesimilaareilla joukoilla, joilla on kohtuulliset erillisyysominai-

suudet ja logaritmisesti yhteismitattomat kutistussuhteet, on hyvin määritelty Minkowskin sisältö.

Jos kutistussuhde-ehdosta luovutaan, on yleisempi Minkowskin keskisisältö edelleen olemassa. Sa-

tunnaisille rekursiivisille itsesimilaareille joukoille Minkowskin sisältö on olemassa melkein varmasti,

kun taas satunnaisille homogeenisille itsesimilaareille joukoille Zähle on hiljattain osoittanut, että

Minkowskin sisältö on olemassa odotusarvoisesti.

Tässä lyhyessä tutkimuksessa ratkaisemme Zählen esittämän konjektuurin osoittamalla, että

sekä Minkowskin yläsisältö että satunnaisten homogeenisten itsesimilaarien joukkojen Minkowskin

yläkeskisisältö ovat äärettömiä melkein varmasti. Lisäksi osoitamme, että satunnaisessa homogee-

nisessa yhtäkutistavassa itsesimilaarissa tilanteessa on Minkowskin alasisältö nolla ja Minkowskin

alakeskisisältö ääretön. Nämä tulokset ovat täysin vastakkaisia satunnaiselle rekursiiviselle mallille

tai satunnaisten homogeenisten kiintojoukkojen käytökselle.
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1. Introduction

The s-dimensional Minkowski content of a compact set K ⊂ Rd is defined as the
limit

(1.1) Ms(K) = lim
ε→0

εs−d Ld(〈K〉ε),

where 〈K〉ε = {x ∈ Rd : infy∈K d(x, y) 6 ε} is the (closed) ε-neighbourhood of K.
If the limits exist for all s > 0, there exists a critical exponent s > 0 such that
Mt(K) = 0 for all t < s and Mt(K) = ∞ for all t > s. This critical exponent
is known as the Minkowski dimension of K, which coincides with the box-counting
dimension of K.

Note that the limit in (1.1) may not exist. Instead, we may take upper and lower
limits giving the notions of upper and lower Minkowski content (denoted by Ms

and Ms, respectively). The upper and lower Minkowski contents have well-defined
critical exponents that are referred to as the upper and lower Minkowski dimension
(or upper/lower box-counting dimension). If these critical exponents coincide, we
speak of the Minkowski dimension of K. However, even if the Minkowski dimension
of K exists and therefore is the critical exponent of the Minkowski content, the limit
in (1.1) may still not exist. Its existence is therefore a measure of “regularity” and
constitutes an interesting property of a sets. We say that a set K is Minkowski
measurable (with dimension s) if Ms(K) ∈ (0,∞). For more background on the
Minkowski content and its relation to Zeta functions, see [LRZ16].

Self-similar sets. Self-similar sets are compact sets that are invariant under
a finite collection of contracting similarities f1, . . . , fn. That is, for maps satisfying
|fi(x) − fi(y)| = ri|x − y| for all x, y ∈ Rd, the associated self-similar set F is the
unique non-empty compact set that satisfies

F =
n
⋃

i=1

fi(F ).

These self-similar sets are the quintessential fractal sets that are widely studied,
especially under assumptions that limit the overlaps fi(F ) ∩ fj(F ). We refer the
reader to [Fal97] and [Fal14] for an overview of dimension theoretic properties.

Let fi : [0, 1] → [0, 1] be a finite collection of contracting similarities on the unit
interval indexed by i = 1, . . . , N with contraction rates ri ∈ (0, 1). Assume that
the maps satisfy the separation condition: fi([0, 1]) ∩ fj([0, 1]) = ∅ whenever i 6= j.
Under these assumptions, Falconer [Fal95] showed the following dichotomy: If two
of the similarities have log-incommensurable contraction rates, i.e. log ri/ log rj /∈ Q

for some i, j (the non-arithmetic case), then F is Minkowski measurable. Other-
wise (the arithmetic case), there exists a non-trivial periodic function g, such that
| εs−dLs(〈F 〉ε)−g(− log ε)| → 0. In particular, the Minkowski content does not exist
but the lower and upper Minkowski content are positive and finite. These results
extend naturally to self-similar sets in higher dimensions, see [Fal97, Corollary 7.6]
and hold under less restrictive separation conditions such as the open set condition1,
see Gatzouras [Gat00]. Further generalisations can be made such as replacing the
d-dimensional Lebesgue measure with n-dimensional “curvatures” (or “intrinsic vol-
umes”) that capture the lower-order behaviour of fractal sets, see Winter [Win08] for
details.

1A collection of contractions (fi) with attractor F satisfies the open set condition if there exists
a non-empty open set O such that fi(O) ⊆ O and fi(O) ∩ fj(O) = ∅ whenever i 6= j.
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While the Minkowski content does not exist in the arithmetic case, the behaviour
of εs−dLd(〈F 〉ε) is still very regular. To consolidate these behaviours, a slightly
weaker definition of content is required, the average Minkowski content.

The average Minkowski content. The average Minkowski content of a com-
pact set K is given by

(1.2) M
s(K) = lim

δ→0

1

| log δ|

ˆ 1

δ

εs−d Ld(〈K〉ε)
1

ε
d ε .

The average Minkowski content is an averaging over the decay of the Lebesgue mea-
sure, that preserves the critical exponent of a set if it exists. That is, if the Minkowski
dimension of a set K is s > 0, then M

t(K) = 0 for t < s and M
t(K) = ∞ for t > s.

Should the small scale behaviour be periodic, as is the case for some self-similar sets,
the average Minkowski content still exists. As with the Minkowski content, we write
M

s and M
s

for the upper and lower average Minkowski content, obtained by taking
the upper and lower limit in (1.2), respectively.

Random attractors and results. It is a general observation that introducing
randomness can homogenise local structures. This is especially visible in stochasti-
cally self-similar sets, first considered in [Fal86, Gra87, MW86]. These sets satisfy a
similar invariance to deterministic self-similar sets given by

F =d

⋃

fi(F )

where the equality holds in distribution, and the sets as well as the maps are in-
dependent. These sets are generally well-behaved, have positive and finite Haus-
dorff measure for an appropriate gauge function [GMW88] and are almost surely
Minkowski measurable [Gat00]. We will refer to this model of randomness as the
random recursive model.

Another important model of stochastic self-similarity is that of random homo-
geneous sets, also known as 1-variable sets (named after the more general notion of
V -variable sets [BHS12]). In this model, at every iteration step only one family of
functions is chosen (independently of other levels) and applied to every subset. This
introduces geometric dependencies and was shown to behave rather differently to the
random recursive model. In particular, the almost sure behaviour is determined by
a “geometric expectation” (expE(log(.))) as opposed to the “arithmetic expectation”
(E) for random recursive sets. The Hausdorff and Minkowski dimension of random
homogeneous attractors are in general strictly smaller than their random recursive
analogue [Ham92, RU11, Tro17] and there is no gauge function that gives positive
and finite Hausdorff measure for random homogeneous sets [Tro21]. In [Zah20], Zähle
investigated the Minkowski and average Minkowski content in the random homoge-
neous setting. If one assumes a non-arithmetic condition, which is e.g. satisfied if
there is positive probability that an IFS is chosen with log-incommensurable con-
traction ratios, the Minkowski content of the random attractor exists in expectation.
Zähle further showed that the average Minkowski content exists in expectation in-
dependent of the non-arithmetic condition. We point out that these results are only
achieved in expectation, and not almost surely. In fact, the critical exponents no
longer agree: the almost sure Minkowski dimension of the random homogeneous at-
tractor is strictly smaller than the expected Minkowski dimension of the attractor.
For related work, see also Zähle [Zah11] and Rataj, Winter, and Zähle [RWZ21]. In
[Zah20], Zähle further conjectured that the almost sure Minkowski content does not
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exist for random homogeneous self-similar sets and in this article we show that this
is indeed the case.

In particular we show, under mild separation assumptions, but no assumptions
on the non-arithmetic nature of the contractions, that the upper Minkowski and
average Minkowski content of random homogeneous self-similar sets is infinite. In
the special case where the random functions are equicontractive at each construction
level, we additionally show that the lower Minkowski content is zero and that the
lower average Minkowski content is infinite.

2. Definitions and results

2.1. Notation. Let 0 < rmin < rmax < 1 and let Sd be the set of contracting
similarities f : Rd → Rd that map the closed unit ball K = B(0, 1) into itself (f(K) ⊆
K) and have contraction ratio bounded above by rmax and below by rmin. Equip Sd

with the topology of pointwise convergence and write Bd for its Borel σ-algebra. Let
Λ =

⋃∞
k=1 S

k
d and let B∗

d = {B ⊂ Λ: B∩Sk
d ∈ (Bd)

k, ∀k ∈ N} be the natural σ-algebra
on Λ. Let P1 be a probability measure on (Λ,B∗

d).
The product space (Ω,B,P) = (Λ,B∗

d,P1)
N where each realisation

Ω ∋ ω = (ω1, ω2, . . . ) = ((f 1
ω1
, f 2

ω1
, .., f

Nω1
ω1 ), (f 1

ω2
, . . . , f

Nω2
ω2 ), . . . )

is a sequence of Nωi
many similarities denoted by f j

ωi
for j ∈ {1, . . . , Nωi

}. We call
(Ω,B,P) a random iterated function system (RIFS). For convenience we will write
Σλ = {1, . . . , Nλ} and Σ(ω) = Σω1

× Σω2
× . . . to refer to the indices of the maps in

λ ∈ Λ and their infinite codings. For v ∈ Σλ, we write rvλ for the contraction ratio of
f v
λ , i.e. |f v

λ(x)− f v
λ(y)| = rvλ|x− y| for all x, y ∈ Rd.

To define the homogeneous random attractor Fω we define the projection π : Ω×
Σ(ω) → Rd, given by

π((ω, v)) = lim
n→∞

f v|n
ω (0) = lim

n→∞
f v1
ω1

◦ · · · ◦ f vn
ωn
(0).

Since all fw
λ are strict contractions on a compact set, the limit is well-defined. The

attractor Fω is then given by the projection of all words

Fω =
⋃

v∈Σ(ω)

π((ω, v)).

Choosing ω with law P, gives rise to the random attractor Fω.
The set may equivalently be defined as the lim sup set of covers of increasing

levels. We set

F n
ω =

⋃

v∈Σ(ω)

f v|n
ω (K) =

⋃

v∈Σ(ω)

f v1
ω1

◦ · · · ◦ f vn
ωn
(K)

Then Fω ⊆ F n
ω for all n ∈ N since f j

λ(K) ⊆ K. Further, dH(Fω, F
n
ω ) → 0 as n → ∞,

where dH is the Hausdorff distance. This gives the alternative definition

Fω = lim
n→∞

F n
ω =

⋂

n∈N
F n
ω = lim

n→∞

∞
⋂

i=n

⋃

v∈Σ(ω)

f v|n
ω (K).

To study its Minkowski content, we make the following assumption on how images
for distinct words are separated.
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Definition 2.1. We say that a RIFS (Ω,B,P) satisfies the uniform cylinder

separation condition if there exist γ > 0 and x0 ∈ Rd such that for P-almost all
ω ∈ Ω and for all v, w ∈ Σ(ω), n,m ∈ N,

|f v|n
ω (x0)− fw|m

ω (x0)| > γmin{rv1ω1
. . . rvnωn

, rw1

ω1
. . . rwm

ωm
}

whenever v|k 6= w|k for k = min{n,m}.
Several common separation conditions such as the uniform strong separation

condition as well as the uniform open set condition2 satisfy this condition. It is
an adaptation of the weak separation condition (as used in [AKT20]) for random
sets. In the deterministic setting, the weak separation condition is an important
generalisation of the open set condition, and we refer the reader to [KR16] for a
discussion. In Lemma 3.5 we show that the uniform open set condition implies the
uniform cylinder separation condition.

As a further assumption, we need to ensure that the random iterated function is
indeed “random”.

Definition 2.2. We say that an RIFS (Ω,B,P) is almost deterministic if there
exists s ∈ R such that

P1

{

λ ∈ Λ:

Nλ
∑

i=1

(riλ)
s = 1

}

= 1

Conversely, an RIFS is not almost deterministic if there exists no such s ∈ R.

Therefore, assuming that our RIFS is not almost deterministic means we get a
bona-fide random set where coverings are (almost surely) not geometrically similar.
To avoid trivial singleton attractors, and to simplify calculations we will also make
the assumption that

(2.1) 2 6 ess
λ∼P1

sup
λ∈Λ

Nλ < ∞.

Recall that the Minkowski dimension of all random homogeneous sets exists almost
surely and coincides with the almost sure Hausdorff dimension irrespective of overlap
conditions, see [Tro17]. We refer to this almost sure value as the essential Minkowski

dimension of the RIFS (Ω,B,P) and usually denote it by s = essω∼P dimM Fω.
Our main result for general self-similar random iterated function systems is

Theorem 2.3. Let Fω be the attractor of the self-similar random iterated func-
tion system (Ω,B,P). Write s for its essential Minkowski dimension. Assume that the
RIFS satisfies the uniform cylinder separation condition, is not almost deterministic,
and satisfies (2.1). Then, almost surely,

Ms
(Fω) = ∞ and M

s
(Fω) = ∞

In particular, the attractor Fω is almost surely not Minkowski measurable and does
not have finite average Minkowski content.

If we further restrict the random iterated function system to be equicontractive
for every λ ∈ Λ, we can say more on the Minkowski content and average Minkowski
content.

2A RIFS (Ω,B,P) satisfies the uniform open set condition if there exists an non-empty open set
O such that P1-almost every IFS λ ∈ Λ satisfies the open set condition with O.
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Theorem 2.4. Let Fω be the attractor of the self-similar random iterated func-
tion system (Ω,B,P). Write s for its essential Minkowski dimension. Assume that
the RIFS satisfies the uniform cylinder separation condition, is not almost determin-
istic, and satisfies (2.1). Assume further that for P1-almost all λ ∈ Λ there exists rλ
such that riλ = rλ for all 1 6 i 6 Nλ. Then, almost surely,

Ms(Fω) = 0 and M
s(Fω) = ∞.

Combining Theorems 2.3 and 2.4 we obtain

Corollary 2.5. Let Fω be the attractor of an RIFS satisfying the assumptions
of Theorem 2.4. The upper and lower Minkowski content of Fω are almost surely as
divergent as possible

0 = Ms(Fω) < Ms
(Fω) = ∞

whereas the average Minkowski content is infinite, Ms(Fω) = ∞, almost surely.

Note that this is in stark contrast to the random recursive model where, almost
surely, the stochastically self-similar set is Minkowski measurable, [Gat00]. Note
also that this shows that the almost surely behaviour is drastically different to the
behaviour in expectation, as analysed by Zähle [Zah20].

V -variable sets and random set with a neck structure. Random homo-
geneous iterated function systems are a special case of the more general set up of
V -variable attractors, proposed by Barnsley et al. [BHS12]. This in turn can be gen-
eralised to code trees with a neck structure, see e.g. [JJWW17]. The defining feature
of these is a relaxing of the condition that all subtrees at a level have to be identical,
as is the case for random homogeneous (or 1-variable) attractors. V -variable frac-
tals are conditioned to have at most V different subtrees at every construction level,
whereas code trees with necks are those attractors where there are infinitely many
levels (the necks) where all subtrees are identical.

It is this recurrent structure that was used in [Tro21] to show that the Hausdorff
measure cannot be positive and finite, regardless of gauge functions. It appears as
though there are no barriers to extending the observations in this paper to V -variable
attractors and code trees with necks, and we conjecture that they, too, have infinite
upper Minkowski and upper average Minkowski content.

3. Proofs

As remarked above, the essential Hausdorff and Minkowski dimensions of homo-
geneous random self-similar sets coincide and are given by the unique s for which

EP1

(

log

Nλ
∑

i=1

(riλ)
s

)

:=

ˆ

Λ

log

Nλ
∑

i=1

(riλ)
s dP1(λ) = 0,

see e.g. [Ham92, Tro17]. To ease notation, we will refer to the Hutchinson sum above
by

S
s
λ :=

Nλ
∑

i=1

(riλ)
s

If the random iterated function system is not almost deterministic, logSs
λ is a random

variable with mean 0 and there exists positive probability that logSs
λ 6= 0, i.e. it has
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positive variance. To show that its variance is also finite, consider

EP1





(

log

Nλ
∑

v=1

(rvω1
)s

)2


 6 max
{

(log rsmin)
2, (log(Nrsmax))

2
}

< ∞.

Recall the Lyapunov Central Limit Theorem (CLT) and the law of the iterated
logarithm.

Theorem 3.1. (Lyapunov Central Limit Theorem) Let Xn be a sequence of
square integrable random variables with mean mn and variance vn > 0. Assume that
there exists δ > 0 such that

lim
n→∞





√

√

√

√

n
∑

i=1

vi





−(2+δ)

·
n
∑

i=1

E(|Xi −mi|2+δ) = 0.

Then,

1
√
∑n

i=1 vn

n
∑

i=1

(Xi −mi)

converges in distribution to the normal distribution with mean 0 and variance 1.

For a proof and detailed discussion see, for example, [Bau96, §28]. Note that the
theorem above makes the assumption that the variance is positive for all n. This can
without loss of generality be relaxed to vn = 0 for some n, so long as

∑

vn → ∞.
This is because if νn = 0 then Xn −mn = 0 almost surely.

We will also need the law of the iterated logarithm (LIL).

Theorem 3.2. (Wittmann Law of the Iterated Logarithm [Wit85]) Let Xn be a
sequence of square integrable random variables with mean mn and variance vn > 0.
Assume that the sequence satisfies

∞
∑

i=1

E(|Xi|p)
(2sn log log sn)p/2

< ∞

for some 2 < p 6 3, where sn =
∑n

i=1 vi. Assume further that sn → ∞ and
lim supn→∞ sn+1/sn < ∞. Then,

lim sup
n→∞

∑n
i=1Xi√

2sn log log sn
= 1

and

lim inf
n→∞

∑n
i=1Xi√

2sn log log sn
= −1.

Again, we may let vn = 0 for some n, given that this does not affect the limiting
behaviour of the sum. We further note that for small n, the value of log log n is not
defined. Since we are only interested in limits, we may assume n is large enough such
that this is well-defined.

We note that any sequence of random variables for which Xn and sn are bounded
immediately satisfies the conditions of both theorems.

3.1. Proof of Theorem 2.3. To prove the Theorem 2.3, we first construct a
random measure µω on the symbolic space Σ(ω).

Recall that the Hutchinson sum satisfies E(logSs
ω1
) = 0, where s is the essential

Minkowski dimension. The fact that s > 0 follows directly from the assumptions
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that riλ > rmin and P1(Nλ > 2) > 0. The argument is standard and left to the reader.
Note that the assumption that the RIFS is not almost deterministic is equivalent, by
definition, to S

s
λ not being a constant P1-almost surely. Equivalently, the variation

of Ss
λ is positive.
To every letter i ∈ Σλ we associate probability piλ = (riλ)

s/Ss
λ. Then

∑

i∈Σλ

piλ =
∑

i∈Σλ

(riλ)
s

S
s
λ

= 1.

Hence, the measure induced by setting µω([v|n]) =
∏n

i=1 p
vi
ωi

for cylinder [v|n] = {w ∈
Σ(ω) : (∀1 6 i 6 n)wi = vi} is a bona fide probability measure on Σ(ω).

Write

rλ = exp

Nλ
∑

i=1

piλ log r
i
λ

and

vλ =

Nλ
∑

i=1

piλ(log r
i
λ − log rλ)

2.

The quantity rλ is the geometric mean of the contraction rates with respect to choos-
ing letters i ∈ Σλ with probabilities {piλ}. Observe that log rλ is the (arithmetic)
mean of the logarithms of the contraction rates. The second quantity vλ then de-
notes the variance of the logarithm of the contraction rate with respect to the same
measure on Σλ. Note that vλ may be zero. However, because we are considering
systems which are not almost deterministic, there exists positive probability that
vλ > 0. This further implies that for generic ω ∈ Ω the sum

∑n
i=1 vωi

eventually
grows faster than ηn for some constant η > 0. The boundedness of the contraction
ratios further imply

lim
k→∞

1

(
∑n

k=1 vωi
)3

n
∑

k=1

Nλ
∑

i=1

piλ| log riλ − log rλ|3 = 0

for generic ω ∈ Ω and so the sum
∑n

k=1 log r
vn
ωk

satisfies the Lyapunov Central Limit
Theorem with respect to µω.

Now write Mn for the set

Mn =

{

v ∈ Σ(ω) :
n
∏

i=1

rviωi
∈
[

n
∏

i=1

rωi
· e−

√∑
n

i=1
vωi ,

n
∏

i=1

rωi
· e
√∑

n

i=1
vωi

]}

noting that

Mn =

{

v ∈ Σ(ω) :

∑n
i=1(log r

vi
ωi
− log rωi

)
√
∑n

i=1 vωi

∈ [−1, 1]

}

.

By the Lyapunov Central Limit Theorem,

µω(Mn) → (2π)−1/2

ˆ 1

−1

exp(−x2/2)dx =: q as n → ∞.

Hence, for large enough n, we have

q/2 6 µω(Mn) =
∑

v∈Mn

µω([v|n]) =
∑

v∈Mn

(rv1ω1
. . . rvnωn

)s

S
s
ω1
. . .Ss

ωn

6 #Mn
(rω1

. . . rωn
)s

S
s
ω1

. . .Ss
ωn

e
√∑

n

i=1 vωi
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and so

#Mn >
q

2

S
s
ω1
. . .Ss

ωn

(rω1
. . . rωn

)s
· exp



−
(

n
∑

i=1

vωi

)1/2


 .

Recall that we are considering generic ω ∈ Ω and that
∑n

i=1 vωi
> ηn for some η > 0

and large enough n ∈ N. It is straightforward to show that all assumptions in the
law of the iterated logarithm are satisfied for generic ω ∈ Ω. Thus there exists a
constant C > 0 and a subsequence nk such that S

s
ωn

k

> exp(C
√
nk log log nk). As a

consequence,

#Mnk
> C ′ exp

(

C
√

nk log log nk −
√
η nk

)

(rω1
. . . rωn

k
)−s.

We can use the uniform cylinder separation condition to obtain a lower bound
on the cardinality of a sufficiently separated set.

Lemma 3.3. Let (Ω,B,P) be a RIFS as in Theorem 2.3. Then there exists a
constant Cd > 0 such that for P-almost all ω ∈ Ω the following holds. Let A be a
finite collection finite length words that are not prefixes of each other, i.e.

A ⊆
∞
⋃

n=1

Σω1
× · · · × Σωn

with distinct v, w ∈ A ⇒ v|n 6= w|n, n = min{|v|, |w|}.

Then there exists a (γminv∈A rvω)-separated set FA ⊂ Fω with #FA > Cd#A.

Proof. Let A be given and assume that ω ∈ Ω is generic. We define A∗ by
considering descendants of A such that the associated contraction is comparable to
the minimal contraction in A. Concretely, writing 1k for the word (1, 1, . . . , 1) of
length k and rA = minv∈A rvω,

A∗ = {v1k ∈ Σω1
× · · · × Σω|v|+k

: v ∈ A and

rv1ω1
. . . r

v|v|
ω|v|r

1
ω|v|+1

. . . r1ω|v|+k+1
< rA 6 rv1ω1

. . . r
v|v|
ω|v|r

1
ω|v|+1

. . . r1ω|v|+k
}.

We note that since the contractions are uniformly bounded from above, there must
exist such k > 0 for every v ∈ A. Further, since elements in A are not prefixes
of each other, A∗ must also have this property and #A∗ = #A. Additionally, the
contractions are uniformly bounded from below, which implies that the contraction
ratios satisfy

rA 6 rwω 6
rA
rmin

.

for all w ∈ A∗. The uniform cylinder separation condition implies that there exists
x0 ∈ Rd such that

|f v
ω(x0)− fw

ω (x0)| > γrA

where v, w ∈ A∗. Therefore the balls B(f v
ω(x0), γrA/2) are pairwise disjoint.

Recall that by assumption Fω ⊂ K = B(0, 1). Therefore, Fω ⊂ B(x0, 1 + |x0|)
and for all v ∈ A∗,

Fω ∩B

(

f v
ω(x0),

rA
rmin

(1 + |x0|)
)

6= ∅.

We can use a volume argument to obtain an upper bound on how many of those
balls may intersect Fω, hence giving an upper bound to the cardinality of A∗. Let
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A∗(v) = {w ∈ A∗ : |f v
ω(x0)− f v

ω(x0)| 6 3(rA/rmin)(1 + x0)} Then,

Vd

(

4
rA
rmin

(1 + |x0|)
)d

= Ld

(

B

(

f v
ω(x0), 4

rA
rmin

(1 + |x0|)
))

> Ld





⋃

w∈A∗(v)

B (fw
ω (x0), γrA)





=
∑

w∈A∗(v)

Ld (B (fw
ω (x0), γrA))

= #A∗(v)Vd(γrA)
d

and so

#A∗(v) 6

(

4
1 + |x0|
rminγ

)d

=: C0.

Therefore, we conclude that there exists a subset of Fω with cardinality #A/C0

consisting of points separated by (rA/rmin)(1 + |x0|) > γrA, as claimed. �

By the uniform cylinder separation condition and Lemma 3.3, there are at least

C0#Mnk
many elements in Fω that are γ′∏nk

i=1 rωi
· e−

√∑n
k

i=1
vωi separated, since ele-

ments in Mnk
are distinct. Hence, setting εnk

= γ′∏nk

i=1 rωi
· e−

√∑nk

i=1
vωi we can find

a lower bound by finding the Lebesgue measure of a disjoint union,

εs−d
nk

Ld(〈Fω〉εn
k
) > εs−d

nk
Ld





⋃

v∈Mn
k

B(f
v|n

k
ω (0), εnk

)



 > εs−d
nk

Vd ε
d
nk

C0#Mnk

> εsnk
VdC0C

′ exp
(

C
√

nk log log nk − γ
√
nk

)

(rω1
. . . rωn

k
)−s

> γ′sVdC0C
′ 1

2s
e−γ(1+s)

√
nkeC

√
nk log lognk

> C ′′e(C/2)
√
nk log lognk .

Hence,

(3.1) εs−d
nk

Ld(〈Fω〉εnk
) → ∞ along the subsequence nk → ∞.

This shows that Ms
(Fω) = ∞.

We now show that the upper average Minkowski content also diverges. We define

δnk
= γ′∏nk

i=1 rωi
· e−

√∑nk

i=1
vωi . Then,

1

| log δnk
/2|

ˆ 1

δn
k
/2

εs−d Ld(〈Fω〉ε)
1

ε
d ε

>
1

| log δnk
/2|

ˆ δn
k

δnk
/2

(δnk
)s−dLd





⋃

v∈Mnk

B(f
v|nk

ω (0), δnk
/2)





1

ε
d ε

>
1

| log δnk
/2|(δnk

)s−dVd(δnk
/2)d#Mnk

δnk
− δnk

/2

δnk

> C1
1

nk
(δnk

)s#Mnk
> C2

1

nk
e(C/2)

√
nk log lognk ,
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where nk is the same subsequence as in (3.1). We conclude that M
s
(Fω) = ∞,

proving our claim. �

3.2. Proof of Theorem 2.4. By assumption there exist rλ such that rvλ = rλ
for all v ∈ Σλ. This greatly simplifies the expression for the number and size of
covering sets of the attractor. Indeed, the k level set F k

ω is a cover consisting of
exactly Nω1

Nω2
. . . Nωk

balls of diameter exactly rω1
rω2

. . . rωk
. By Lemma 3.3 this

also means that Fω contains at least C0Nω1
Nω2

. . . Nωk
many points separated by

γ′rω1
rω2

. . . rωk
. The Hutchinson sum reduces to S

s
λ = Nλ(rλ)

s in the equicontractive
setting.

Since the sizes of n level cylinders are the same, we can get improved approx-
imations for the Lebesgue measure of Ld(〈Fω〉ε). Fix a realisation ω ∈ Ω and size
0 < ε < 1. Set n such that rω1

rω2
. . . rωn

< ε 6 rω1
. . . rωn−1

.
Recall that by definition

Fω =

∞
⋂

k=1

F k
ω ⊆ Fm

ω and so 〈Fω〉ε ⊆ 〈Fm
ω 〉ε

for all m ∈ N. Since F n
ω consists of Nω1

. . . Nωn
(possibly overlapping) images of the

unit ball K,

Ld(〈Fω〉ε) 6 Ld(〈F n
ω 〉ε) 6 Ld





Nω1
...Nωn
⋃

i=1

B(xi, rω1
. . . rωn

+ ε)





= Nω1
. . . Nωn

· Vd · (rω1
. . . rωn

+ ε)d

6 Nω1
. . . Nωn

· Vd · (rω1
. . . rωn

+ rω1
. . . rωn−1

)d

6

(

1 +
1

rmin

)d

Vd ·
n
∏

i=1

rdωi
Nωi

.

Conversely Fω contains C0Nω1
. . . Nωk

many points that are separated by γ′rω1
. . . rωk

for some uniform γ′ 6 1. Hence, for ε 6 γ′rω1
. . . rωk

,

Ld(〈Fω〉ε) > C0Nω1
. . . Nωk

Vd ε
d .

In particular, for n such that rω1
. . . rωn

< ε 6 rω1
. . . rωn−1

, we let k 6 n − 2 be the
largest integer such that k 6 n− ⌈log(γ′)/ log(rmax)⌉ − 1. Then,

rω1
. . . rωn−1

rω1
. . . rωk

= rωk+1
. . . rωn−1

6 rn−k−1
max 6 γ′

and so
ε 6 rω1

. . . rωn−1
6 γ′rω1

. . . rωk

as required. This gives

Ld(〈Fω〉ε) > C0Nω1
. . . Nωk

Vd ε
d

> C0Nω1
. . . Nωk

Vd(rω1
. . . rωn−1

)d

> C0Vd (ess supNλ)
−(n−k−1)

n
∏

i=1

rdωi
Nωi

.

Thus, almost surely, there exists a universal constant C1 > 0 such that

1

C1

n
∏

i=1

rdωi
Nωi

6 Ld(〈Fω〉ε) 6 C1

n
∏

i=1

rdωi
Nωi

for n s.t.

n
∏

i=1

rωi
< ε 6

n−1
∏

i=1

rωi
.
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Equivalently3,

Ld(〈Fω〉ε) ≈
n
∏

i=1

rdωi
Nωi

= exp
n
∑

i=1

logSs
ωi

for n s.t. ε ≈
n
∏

i=1

rωi
.

Again, let s > 0 be the unique exponent such that EP1
(logSs

λ) = 0 and recall that the
RIFS is not almost deterministic. In particular this means that v = Var(logSs

λ) > 0.
Hence

∑n
i=1 logS

s
ωi

is a symmetric random walk. It immediately follows that

−∞ = lim inf
n→∞

n
∑

i=1

logSs
ωi

< lim sup
n→∞

n
∑

i=1

logSs
ωi

= ∞.

and so

Ms
= lim sup

ε→0
εs−d Ld(〈Fω〉ε) = ∞ and Ms = lim inf

ε→0
εs−dLd(〈Fω〉ε) = 0,

proving the first conclusion.
To show that the lower average Minkowski content also diverges to infinity we

establish that the average Minkowski content behaves like the arithmetic average of
the content at geometric scales. Let δ > 0 be given and set k such that

∏k
i=1 rωi

≈ δ.
Then,

1

| log δ|

ˆ 1

δ

εs−dLd(〈Fω〉ε)
1

ε
d ε =

1

| log δ|

k
∑

n=1

ˆ

∏
n−1

i=1
rωi

∏
n

i=1 rωi

εs−d Ld(〈Fω〉ε)
1

ε
d ε

≈ −1

log
∏k

i=1 rωi

k
∑

n=1

exp

(

n
∑

i=1

logSs
ωi

)

,

where the last line follows as ε ≈
∏n

i=1 rωi
≈
∏n

i=1 rωi
−
∏n−1

i=1 rωi
.

We can further bound the integral by noting that rmin 6 rωi
6 rmax and we have

(3.2)
1

| log δ|

ˆ 1

δ

εs−d Ld(〈Fω〉ε)
1

ε
d ε ≈ 1

k

k
∑

n=1

exp

(

n
∑

i=1

logSs
ωi

)

.

This shows again that the upper limit is infinite, since by the central limit theorem,
there exist infinitely many k such that

∑k
i=1 logS

s
ωi

>
√
k.

To show that the lower limit is also infinite requires a little more effort and we
need the following lemma on random walks.

Lemma 3.4. Let 0 < t < 1
2
. Write Wn =

∑n
i=1Xi for a random walk with i.i.d.

increments. Assume that E(Xi) = 0 and 0 < Var(Xi) < ∞. Let nm be the unique
integer sastifying em 6 nm < em + 1. Then, almost surely, there exists (random)
m0 ∈ N such that for all m > m0 there exists k ∈ [nm, nm+1 − 1] with Wk > kt.

3Let a(x) = a(x, ω) and b(x) = b(x, ω) be (random) functions. We write a(x) ≈ b(x) if there
exists a constant C > 0 independent of x and ω, such that 0 < 1/C < a(x)/b(x) < C < ∞ for all x
and almost all ω.



On the Minkowski content of self-similar random homogeneous iterated function systems 357

Proof. We estimate

P(Wk 6 kt : ∀k ∈ [nm, nm+1 − 1])

= P
(

Wk 6 kt : ∀k ∈ [nm, nm+1 − 1] | Wnm
> nt

m

)

· P(Wnm
> nt

m)

+ P
(

Wk 6 kt : ∀k ∈ [nm, nm+1 − 1] | Wnm
6 nt

m

)

· P(Wnm
6 nt

m)

6 P
(

Wk 6 kt : ∀k ∈ [nm, nm+1 − 1] | Wnm
6 nt

m

)

6 P
(

Wk 6 (nm+1 − 1)t − nt
m : ∀k ∈ [0, nm+1 − 1− nm]

)

= 1− P

(

sup{Wk : k ∈ [0, nm+1 − 1− nm]} > (nm+1 − 1)t − nt
m

)

and using the reflection principle gives

= 1− 2P

(

Wnm+1−1−nm
> (nm+1 − 1)t − nt

m

)

= P

(

∣

∣Wnm+1−1−nm

∣

∣ 6 (nm+1 − 1)t − nt
m

)

6
2√
2πvm

ˆ (nm+1−1)t−nt
m

−(nm+1−1)t+nt
m

exp
(

− x2

2vm

)

dx = 2Erf
(

(nm+1−1)t−nt
m√

2vm

)

,

where vm = (nm+1 − 1 − nm) Var(X) and m is assumed sufficiently large for the
Gaussian approximation to hold. Then, using Taylor series,

=
2
√
2
(

(nm+1 − 1)t − nt
m

)

√
πvm

+O

(

(nm+1 − 1)t − nt
m√

2vm

)3

6
4

√

πVar(X)
· (nm+1 − 1)t − nt

m√
nm+1 − 1− nm

6
4

√

πVar(X)

etm(et − 1)
√

em(e− 2e−m)

6 Ce−(
1
2
−t)m

for some uniform C > 0. Thus, the probability that Wk does not exceed kt in
[nm+1, nm−1] is summable in m. Hence, by the Borel–Cantelli lemma there are only
finitely such m. This proves the lemma. �

We now show that the right hand side of (3.2) diverges to infinity using Lemma 3.4.
Fix a generic ω ∈ Ω and let t < 1/2. Let nm be the unique integer satisfying
em 6 nm < em + 1. Applying Lemma 3.4, we get

(3.3)

nm+1−1
∑

k=nm

logSs
ωk

> sup
k∈[nm,nm+1−1]

kt
m > nt

m > emt
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for all large enough m ∈ N. Let k ∈ N and let m be such that k ∈ [nm, nm+1 − 1].
Then, using (3.3),

1

k

k
∑

j=1

exp

(

j
∑

i=1

logSs
ωi

)

>
1

nm+1 − 1

nm
∑

j=1

exp

(

j
∑

i=1

logSs
ωi

)

>
1

nm+1 − 1
exp





nm−1
∑

i=nm−1

logSs
ωi





> e−(m+1) exp
(

emt
)

→ ∞
as m → ∞. But then, using (3.2),

M
s(Fω) = lim inf

δ→0

1

| log δ|

ˆ 1

δ

εs−dLd(〈Fω〉ε)
1

ε
d ε = ∞,

showing that M
s(Fω) = ∞ almost surely. �

3.3. Separation conditions. In this last section we prove that the uniform
open set condition implies the uniform cylinder separation condition.

Lemma 3.5. Let (Ω,B,P) be a RIFS that satisfies the uniform open set condi-
tion. Then (Ω,B,P) satisfies the uniform cylinder separation condition.

Proof. Let O be the set guaranteed by the uniform strong open set condition and
let x0 ∈ O and ρ > 0 be small enough such that the closed ball B(x, ρ) is contained
in O. Let v, w ∈ Σ(ω) be such that v|k 6= w|k but v|k−1 = w|k−1 for some k ∈ N.

By the uniform open set condition, f
v|n
ω (O) ∩ f

w|m
ω (O) = ∅ for all m,n > k since

vk 6= wk. Now, B(x, ρ) ⊂ O and we further have f
v|n
ω (B(x0, ρ))∩f

w|m
ω (B(x0, ρ)) = ∅.

This implies that

|f v|n
ω (x0)− fw|m

ω (x0)| > 1
2
diam(f v|n

ω (B(x0, ρ))) +
1
2
diam(fw|m

ω (B(x0, ρ)))

= 1
2
ρ
(

rv1ω1
. . . rvnωn

+ rw1

ω1
. . . rwm

ωm

)

> 1
2
ρmin

{

rv1ω1
. . . rvnωn

, rw1

ω1
. . . rwm

ωm

}

and we see that the uniform cylinder separation condition holds for γ = 1
2
ρ. �
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