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On meromorphic solutions of
Malmquist type difference equations

R1sTO KORHONEN and YUEYANG ZHANG*

Abstract. Recently, the present authors used Nevanlinna theory to provide a classification for
the Malmquist type difference equations of the form f(z+1)" = R(z, f) (1) that have transcendental
meromorphic solutions, where R(z, f) is rational in both arguments. In this paper, we first complete
the classification for the case deg;(R(z, f)) = n of (1) by identifying a new equation that was left
out in our previous work. We will actually derive all the equations in this case based on some
new observations on (f). Then, we study the relations between () and its differential counterpart
(f)" = R(z, f). We show that most autonomous equations, singled out from () with n = 2, have
a natural continuum limit to either the differential Riccati equation f’ = a + f? or the differential
equation (f')? = a(f? — 72)(f% — 73), where a # 0 and 7; are constants such that 72 # 73. The
latter second degree differential equation and the symmetric QRT map are derived from each other
using the bilinear method and the continuum limit method.

Malmquist-tyyppisten differenssiyhtiléiden meromorfisista ratkaisuista

Tiivistelmi. Askettiiin sovelsimme Nevanlinnan teoriaa muotoa f(z + 1)” = R(z, f) (1) ole-
viin Malmquist-tyyppisiin differenssiyhtaloihin, joilla on transkendenttisia meromorfisia ratkaisuja.
Edelld R(z, f) on rationaalinen molempien argumenttien suhteen. Téssé artikkelissa tdydenndmme
ensin luokittelun tapaukselle deg,(R(z, f)) = n (f), tunnistamalla uuden yhtélon, joka jdi huo-
miotta ailemmassa tyossamme. Itse asiassa johdamme kaikki yhtdlot téssd tapauksessa perustuen
joihinkin uusiin havaintoihin yht#lostd (). Tamén jialkeen tutkimme yhteyksid yhtilon (1) ja sen
differentiaalivastineen ()" = R(z, f) vililld. Osoitamme, ettd useimmilla autonomisilla yhtaloilla,
jotka erottuvat em. luokittelussa yhtélosta (1), kun n = 2, on luonnollinen jatkumoraja-arvo joko
Riccati-yhtéloon f/ = a + f? tai differentiaaliyhtiloon (f/)? = a(f? — 72)(f? — 73), missd a # 0 ja
7, ovat vakioita siten, ettd 77 # 72. Johdamme jilkimmiisen differentiaaliyhtilon ja symmetrisen
QRT yhtélon toisistaan bilineaarisen menetelmén ja jatkumoraja-arvomenetelmén avulla.

1. Introduction

The classical Malmquist theorem [18] states that: If the first order differential
equation " = R(z, f), where R(z, f) is rational in both arguments, has a transcen-
dental meromorphic solution, then this equation reduces into the Riccati equation

(1.1) f'=axf*+ aif + ao,
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where ag, a; and ay are rational functions. Generalizations of Malmquist’s theorem
for the equation

(1.2) (f)"=R(z[), neN,

have been given by Yosida [29] and Laine [16]. Steinmetz [24], and Bank and Kaufman
[2] proved that if (1.2) has rational coefficients and a transcendental meromorphic
solution, then by a suitable Mobius transformation, (1.2) can be either mapped to
the Riccati equation (1.1), or to one of the equations in the following list:

() =a(f =0)*(f = m)(f = 72),

(f)? = alf =) (f = 1) (f = m)(f —7a),
(f') = alf = m)*(f = m)*(f = 73)%
() = alf =m)*(f = m)*(f = 73)°,
() =alf =n)*(f =)' (f = 7)°,

where a and b are rational functions, and 7, ..., 74 are distinct constants. See [17,
Chapter 10] for more information about Malmquist—Yosida—Steinmetz type theorems.

Recently, the present authors [15, 30] used Nevanlinna theory to provide a classifi-
cation for a natural difference analogue of equation (1.2), i.e., the first-order difference
equation

(1.8) fz+1)" = R(z, f),

where n € N and R(z, f) is rational in both arguments. In particular, it is shown in
[15] that if the difference equation (1.8) has a transcendental meromorphic solution
f of hyper-order < 1, then either f satisfies a difference linear or Riccati equation

(1.9) fz+1) =ai(2)f(2) + az(2),
_ bi(2)f(2) + ba(2)
(1.10) flet ) = 2o Es

where a;(z) and b;(z) are rational functions, or, by implementing a transformation
f — af or f — 1/(af) with an algebraic function a of degree at most 2, (1.8)
reduces into one of the following equations:

(1.11) fz+1)2=1— f(2)
(1.12) flz+1)7? =1~ (%) ,
(1.13) fz4+1)2=1- <%) ,
2 f(Z)Q — K
(1.14) flz+1)7 = TR T
(1.15) fz4+1)P3 =1~ f(2)?,

where 0(z) # =41 is an algebraic function of degree 2 at most and x? # 0,1 is
a constant. Finite-order meromorphic solutions of the autonomous forms of the
equations (1.9)—(1.15) are presented explicitly in [15]. These results provide a natural
difference analogue of Steinmetz’ generalization of Malmquist’s theorem in the sense
of Ablowitz, Halburd and Herbst [1], who suggested that the existence of sufficiently
many finite-order meromorphic solutions of a difference equation is a good candidate



On meromorphic solutions of Malmquist type difference equations 495

for a difference analogue of the Painlevé property [4]. It was shown that the finite-
order condition of the proposed difference Painlevé property can be relaxed to hyper-
order strictly less than one in [6], and recently to hyper-order equal to one limitedly
in [14, 31]. Further, by discarding the assumption that the meromorphic solution is
of hyper-order < 1 and considering transcendental meromorphic solutions of (1.8)
with deg;(R(z, f)) = n, it was shown in [15] that either f satisfies (1.9) or (1.10),
or (1.8) can be transformed into one of the equations (1.11)—(1.15), or one of the
following equations:

(1.16) flz+ 12 =n*(f(2)? - 1),
(1.17) flz+1)?=2(1- f(2)7?),
(1.18) fz4+1)? = %

2 _ gl —mf(z) +1
J(2)2+Rf(2)+ 17
(1.20) flz+1)7? =1— f(2)?

where § = +1, 7 # 1 is the cubic root of 1 and x; is a constant such that x%(k? —4) =
2(1 — 0)k? — 8(1 + 6). Transcendental meromorphic solutions of the five equations
above are elliptic functions composed with entire functions and have hyper order > 1.

This paper has two purposes. The first one is to complete the classification
for the case deg;(R(z, f)) = n of (1.8). When classifying equation (1.8) for the
case deg;(R(z, f)) # n in [30], we made some new observations that also apply to
equation (1.8) in the case where deg,(R(z, f)) = n. In the next Section 2, we will use
these new observations to derive the ten equations (1.11)—(1.20) in a straightforward
manner and, at the same time, identify the following equation which was omitted in

[15]:

(1.19) flz+1)

s LL+0R(F=1)(f =)
2 14 02 (f—=9)2 7

where § # 0,+1, 4 is a constant such that

(1.22) 80°(6* 4+ 1) — (6 + 1)* = 0.

Transcendental meromorphic solutions of (1.21) are Jacobi elliptic functions com-
posed with entire functions and have hyper-order at least 1, as is shown in Section 2
below. With this new equation (1.21), the results in [15, 30] can be summarised as:
If equation (1.8), where R(z, f) is rational in both arguments, has a transcenden-
tal meromorphic solution, then (1.8) can be reduced into one out of 30 equations.
Moreover, the autonomous versions of all these 30 equations can be solved in terms
of elliptic functions, exponential type functions or functions which are solutions to
a certain autonomous first-order difference equation having meromorphic solutions
with preassigned asymptotic behavior. We mention that Nakamura and Yanagihara
[19] and Yanagihara [28] have already classified equation (1.8) in the case where
R(z, f) is a polynomial in f with constant coefficients.

The second purpose of this paper is to describe relations between meromorphic
solutions of (1.8) and (1.2) when n = 2. In Section 3, we will consider relations
between meromorphic solutions of the seven equations (1.9)—(1.14) and equations
(1.1), (1.3) and (1.4) in the autonomous case. Equations (1.11) and (1.14) are, in
fact, special cases of the symmetric Quispel-Roberts—Thompson (QRT) map |20,

(1.21) flz+1)
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21|, which will be introduced in Section 3 below. The symmetric QRT map and
(1.3) or (1.4) are derived from each other by using the bilinear method and the
continuum limit method. The bilinear method was first used by Hirota [8, 9, 10|
to find nonlinear partial difference equations that are difference analogues of some
basic partial differential equations. The application of this method here implies that
each of the four difference equations (1.11)—(1.14) has a natural continuum limit to
equations (1.1), (1.3) or (1.4). Moreover, in Section 3, we also show that each of the
five equations (1.16)—(1.19) and (1.21) can be mapped to the symmetric QRT map
by doing suitable transformations and thus have a continuum limit to the differential
equation (1.4). Finally, in Section 4, we will provide some comments on our results.

2. Derivations of the equations (1.11)—(1.21)

In this section, we use some new observations on equation (1.8) to derive the
eleven equations (1.11)—(1.21). We shall assume that the reader is familiar with the
standard notation and fundamental results of Nevanlinna theory (see, e.g., [7]). For
a nonconstant meromorphic function f(z), recall that a value a € C U {0} is said
to be a completely ramified value of f(z) when f(z) —a = 0 has no simple roots.
A direct consequence of Nevanlinna’s second main theorem is that a transcendental
meromorphic function can have at most four completely ramified values in CU {oc}.

2.1. Derivations of the eleven equations (1.11)—(1.21). To prove the
theorems of [15, 30|, we have actually used Yamanoi’s second main theorem for small
functions as targets [25, 26]. Denote the field of rational functions by R and set
R = RU {oc}. Throughout this section, we say that c¢(z) € R is a completely
ramified rational function of a transcendental meromorphic function f(z) when the
equation f(z) = ¢(z) has at most finitely many simple roots and that ¢(z) is a Picard
exceptional rational function of f(z) when N(r,c, f) = O(logr). We also say that
¢(z) has multiplicity m if all the roots of f(z) = ¢(z) have multiplicity at least m
with at most finitely many exceptions. Yamanoi’s second main theorem yields that
a transcendental meromorphic function can have at most two Picard exceptional
rational functions and also that the inequality

(2.1) Z@(qJ) <2

holds for any collection of ¢i,---,¢; € R when f is transcendental. Moreover, we
have

Theorem 2.1. A non-constant transcendental meromorphic function f(z) can
have at most four completely ramified rational functions.

All the above statements hold when the field R is extended slightly to include
algebraic functions. For simplicity, in the following we will not distinguish algebraic
functions and rational functions. For example, we always use the terms ‘completely
ramified rational function’ and ‘Picard exceptional rational function’ of f even though
sometimes they may actually refer to algebraic functions.

We will restrict ourselves to consider equation (1.8) with n = deg,(R(z, f)) > 2.
Moreover, from now on we use the suppressed notation f = f(z+1) and f = f(z—1).
We write equation (1.8) as

(2.2) [ =Rz f) =
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where P(z, f) and Q(z, f) are two polynomials in f with polynomial coefficients
having no common factors and of degrees p and ¢, respectively. Then deg;(R(z, f)) =
max{p, q} = n. For simplicity, we may also write P(z, f) and Q(z, f) as

(2.3) Pz, f) = ap(f —a)™ - (f — )™
and
(24) Q(Zv f) = (f_ﬁl)ll "'(f_ﬁu)lya

where a, now denotes a rational function, o; and j; are in general algebraic functions,
distinct from each other, and k;,l; € N denote the orders of the roots o; and §;, re-
spectively. We may suppose that the greatest common divisor of ky, ... Kk, 11, ..., 1,
denoted by k = (k1,...,k,. li,...,1,), is 1. Denote N, to be the total number of «;
with k; < n and §; with [; < n. As in [30], the classification for equation (2.2) will
be according to the number N, of the roots a; in (2.3) and f; in (2.4) and whether
some of them is zero.

First, we summarize the analysis on the roots «; of P(z, f) and 3; of Q(z, f) in
the proof of [15, Theorem 2| and formulate the following Lemmas 2.2 and 2.3.

Lemma 2.2. Let f be a transcendental meromorphic solution of equation (2.2).
Then «; is either a Picard exceptional rational function of f or a completely ramified
rational function of f with multiplicity n/(n, k;) and B; is either a Picard exceptional
rational function of f or a completely ramified rational function of f with multiplicity
n/(n,l;). Moreover, if ¢ =0, then N. € {2,3}; if ¢ > 1, then N, € {2,3,4}.

Proof. The first two assertions are direct results from the proof of [15]. Now
the inequality (2.1) implies that N, < 4. In particular, when ¢ = 0, if N, = 4, then
by the inequality (2.1) we see that the roots i, as, a3 and a4 are all completely
ramified functions of f with multiplicity 2, implying that the order k; = n/2 for all
«;, which is impossible. Therefore, when ¢ = 0 we must have N. =2 or N, =3. [0

Lemma 2.3. [15] Let f be a transcendental meromorphic solution of equation
(2.2). Then none of «; in (2.3) such that k; < n is 0. Moreover, if ¢ > 1, then
after doing a bilinear transformation f — 1/f, if necessary, we may suppose that
p=q=n.

By Lemma 2.3, we may only consider the two cases that p = n, ¢ = 0 or that
p = q = n below. Moreover, if P(z, f) has two or more distinct roots, then none of
them vanishes identically. We use the idea in the proof of [30, Lemma 3] to prove
the following

Lemma 2.4. Let f be a transcendental meromorphic solution of equation (2.2).
If v is a nonzero rational function, then v cannot be a Picard exceptional rational
function of f. Moreover, if v # 0 is a completely ramified rational function of f
with multiplicity m, then w~ is a completely ramified rational function of f with
multiplicity m, where w is the n-th root of 1. In particular, if 0 is a root of Q(z, f)
of order less than n, then 0 is not a Picard exceptional rational function of f.

Proof. First, we suppose that v #Z 0 is a Picard exceptional rational function of
f. Under our assumptions on equation (2.2), we see that at least one of ; and f; in
(2.3) and (2.4) is non-zero and of order less than n. Denote this «; or 8; by ¢ and
the order of this root by t;. As in the proof of [30, Lemma 3|, we put
1

Y S
(2.5) u_f—é’ v_f—é'
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Then v and v are two functions meromorphic apart from at most finitely branch
points and we have

— 1
(2.6) =2 f=-+4
v v
and it follows that (2.2) becomes
Pl (Z, U)
2.7 ut = ——Lu™,
( ) Ql ('Za U)

where ny € Z, Py(z,v) and Q1(z,v) are two polynomials in v having no common fac-
tors and none of the roots of P;(z,v) or Q1(z,v) is zero. Denote by p; = deg, (P;(z,v))
the degree of Pi(z,v) in v and by ¢; = deg,(Q1(z,v)) the degree of Q1(z,v) in v,
respectively. By simple calculations, when p =n, ¢ =0 we get n; =0, p1 =p—t;
and ¢; = 0; when p =¢ =n and § = o; we get n; =n, p; = p—t; and ¢ = n; when
p=q=mnand d =B weget ny =n, pp =n and ¢ = n — t;. Therefore, we always
have p; — ¢ +n1 # n. Then by the same arguments as in the proof of [30, Lemma 3],
we may consider the roots of f —7% = 0 and also f — w¥ = 0, where w is the n-th
root of 1, and finally obtain that the equation f — w¥ = 0 can have at most finitely
many roots, i.e., w7y is a Picard exceptional rational function of f. This implies that
n = 2. Moreover, N, = 2 and the two roots of P(z, f) or Q(z, f) are 7 for other-
wise by Lemma 2.2 f would have 3 Picard exceptional rational functions or 2 Picard
exceptional rational functions with one more completely ramified rational function,
a contradiction to the inequality (2.1). But then it follows from (2.2) that either 0
or oo is a Picard exceptional rational function of f, a contradiction. Therefore, ~
cannot be a Picard exceptional rational function of f.

Next, we suppose that v #Z 0 is a completely ramified rational function of f
with multiplicity m. We also do the transformations in (2.5) and get the equation
in (2.7). Then by the same arguments as in the proof of [30, Lemma 3|, we obtain
that the equation f — w5 = 0 can have at most finitely many roots with multiplic-
ities less than m, i.e., w7 is also a completely ramified rational function of f with
multiplicity m.

Finally, we suppose that 0 is a root of Q(z, f) of order less than n. Then there is a
B; such that wg; is a completely ramified rational function of f with multiplicity m >
2, where w is the n-th root of 1. If 0 is a Picard exceptional rational function of f,
then it follows from (2.2) that the roots of P(z, f) are all Picard exceptional rational
functions of f, which together with previous discussions shows that f has at least
3 Picard exceptional rational functions, which is impossible. Thus 0 cannot be a
Picard exceptional rational function of f. The proof is complete. OJ

Corresponding to [30, Lemma 4] in the case deg;(R(z, f)) # n of equation (2.2),
we have the following

Lemma 2.5. Let f be a transcendental meromorphic solution of equation (2.2).
Then n = 2 or n = 3. Moreover, «; in (2.3) with k; < n and (; in (2.4) with [; <n
are all simple.

Proof. We consider the cases ¢ = 0 and p = g = n, respectively. If n > 4, then
by Lemma 2.4 a nonzero rational function + cannot be Picard exceptional rational
function of f. When ¢ = 0, if n > 4, then at least one of «; in (2.3) has order k; co-
prime with n, which with Lemma 2.2 shows that «; is a completely ramified rational
function of f with multiplicity n. However, since «; #Z 0, by Lemma 2.4 f would
have 4 completely ramified rational functions with multiplicity n, a contradiction to
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the inequality (2.1). Therefore, when ¢ = 0 we have n = 2 orn = 3. Whenp = ¢ = n,
we suppose that n > 4. Recall that N, < 4. If some «; in (2.3) has order k; such that
(n,k;) < n/2, then we get a similar contradiction as in the case ¢ = 0. Since n > 4,
this implies that either P(z, f) has only one root or that P(z, f) has two distinct
a; with two orders k; satisfying k; = n/2. In the first case, Q(z, f) has at least two
distinct roots and none of f; in (2.4) is zero for otherwise by Lemma 2.4 it follows
that f has 5 completely ramified rational functions, a contradiction to Theorem 2.1;
but then we also have a contradiction as in the case ¢ = 0 since at least one f; is a
completely ramified rational function with multiplicity n. In the latter case, Q(z, f)
must have two distinct roots and none of 3; in (2.4) is zero for otherwise f would
have 5 completely ramified rational function of f, a contradiction to Theorem 2.1;
but then we also have a contradiction as in the case ¢ = 0 since at least one [3; has
order [; co-prime with n and thus is a completely ramified rational function with
multiplicity n. Therefore, when p = ¢ = n, we also have n = 2 or n = 3.

Clearly, when n = 2, «; in (2.3) with k; < n and f; in (2.4) with [; < n are all
simple. We claim that «; in (2.3) with k; < n and ; in (2.4) with [; < n are also
simple when n = 3. In fact, when n = 3, since f has 3 non-zero completely ramified
rational functions with multiplicities 3 it follows by Yamanoi’s second main theorem
that 0 and oo are both not completely ramified rational functions of f. If one «; or
B; in (2.3) and (2.4) is not simple, then by a simple analysis as in the proof of [30,
Lemma 4| we conclude that there are at least T'(r, f)+o(T(r, f)) many points z such
that f(zo+1) = 0or f(z0+ 1) = oo with multiplicity mq > 2 and then by computing
N(r,1/f) or N(r, f) as in the proof of [30, Lemma 4] we will get a contradiction. We
omit those details. 0

Let v # 0 be a completely ramified rational function of f with multiplicity m > 2.
We further consider the roots of the equation f — 7" = 0. In particular, we may
choose v = «; or v = ;. By Lemma 2.4, wy is a completely ramified rational
function of f with multiplicity m, where w is an n-th root of 1. By (2.2), when ¢ = 0,
we have

(28) ?n _Wn = P(Za f) _711 = a’p(f - ’yl)tl o (f - ’YT)tTa
or, when ¢ > 1, we have
(2.9) 7 PEN 7RG e (f - )t (f =)
Q(z, ) Q(z, f) ’
where 7, ---, 7, are in general algebraic functions distinct from each other and

ti1,- -+ ,t, € Ndenote the orders of the roots vy, . . ., 7., respectively, and t;+- - -+t, =
pr € N. In (2.8) we have p, = n and in (2.9) we have either p, <n when p=¢=n
and a, = 7" or p, = n otherwise. We apply the analysis in the proof of [30, Lemma 3]
to equations (2.8) and (2.9), respectively, and get the following

Lemma 2.6. Let f be a transcendental meromorphic solution of equation (2.2).
Suppose that v #Z 0 is a completely ramified rational function of f with multiplic-
ity m > 2. If some ~; in (2.8) or (2.9) has order t; < m, then ~; is a completely
ramified rational function of f. In particular, in (2.9) if 0 < ¢ — p, < m, then oo
is a completely ramified rational function of f. Further, suppose that (;,...,(; are
completely ramified rational functions of f such that Z§=1 ©((, f) = 2. Then, for
each 7; in (2.8) or (2.9), if 7; is not a completely ramified rational function of f, then
t; = m; if v; is a completely ramified rational function of f with multiplicity m; > 2,
then t;m; = m. In particular, for (2.9), when 1 < p, < g, if oo is not a completely
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ramified rational function of f, then ¢q—p, = m; if oo is a completely ramified rational
function of f with multiplicity ms, > 2, then (¢ — p;)Ms = m.

With the above five lemmas, we are ready to derive the eleven equations (1.11)-
(1.21) from (2.2). We make two remarks. First, when p = ¢ = n = 3, if P(z, f)
has only one root a and Q(z, f) has three distinct roots (31, 2 and (3, then by
Lemma 2.4 and the inequality (2.1) we see that none of f3; is zero, for otherwise f
would have at least four completely ramified rational functions with multiplicity 3,
which is impossible. Then the transformation f — 1/f leads (2.2) to the case that
p=mn=3,¢=0 when o = 0 or to the case that p = ¢ = n = 3 and Q(z, f) has
only one root when a # 0. Second, when p = ¢ = n = 2, if P(z, f) has only one
root a and Q(z, f) has two distinct nonzero roots 3; and [, then the transformation
f — 1/f leads (2.2) to the case that p =n = 2, ¢ = 0 when a = 0 or to the case that
p=¢q=n=2and Q(z, f) has only one root when a # 0. On the other hand, if one
of the two roots 51 and (35 is zero, then the transformation f — 1/f leads (2.2) to
the case that p = 1, ¢ = 2 and Q(z, f) has only one root. Therefore, by Lemmas 2.2,
2.3 and 2.5, we see that we only need to consider the following six cases of (2.2):

(1) p=n=3,q=0and P(z, f) has three distinct non-zero roots ay, as and «as;

(2) p=q=n =3, P(z f) has three distinct non-zero roots «y, as and a3 and
Q(z, f) has only one root f3;

(3) p=n=2,q=0and P(z, f) has two distinct non-zero roots o and as;

(4) p=q=n=2, P(z, f) has two distinct non-zero roots a; and ay and Q(z, f)
has only one root f;

(5) p=1,qg=n =2, P(z f) has only one non-zero root « and Q(z, f) has only
one root [3;

(6) p=q=n=2, P(z, f) has two distinct non-zero roots a; and ay and Q(z, f)
has two distinct roots 5; and fs.

For each of the above six cases, we shall use Lemma 2.6 together with Theorem 2.1 or
the inequality (2.1) to consider (2.8) and (2.9) as in [30] to determine the coefficients
of R(z, f) of (2.2), which then yield the 11 equations (1.11)-(1.21) after doing a
bilinear transformation f — «af with a suitable algebraic function a. Below we
apply this strategy to each of the above six cases respectively.

Consider first case (1). By Lemma 2.4, for each «a;, wa; is a completely ramified
rational function of f with multiplicity 3 for any w such that w® = 1. By the
inequality (2.1) we may suppose that as = na; and az = n?a; for an 7 such that
n?> +n+1 = 0. Thus, by doing a linear transformation f — «;f, we may rewrite
equation (2.2) as

(2.10) F=c1-7%,
where ¢ = —a,a3 /a3 is a rational function. By (2.10), we consider
_ —1
(2.11) f3—1:c(1—f3)—1:—c<f3—c )
c

Note that f now has three distinct completely ramified rational functions 1,7, n?
with multiplicity 3 and has no other completely ramified rational functions. By
Lemma 2.6, we must have ¢ — 1 = 0. This gives the equation (1.20).

Consider next case (2). By the same arguments as in case (1), we may suppose
that s = nay and asz = n?a; for an n such that n? + 7+ 1 = 0. Thus, by doing a
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linear transformation f — a4 f, we may rewrite equation (2.2) as

(2.12) 73 — M

(f =0)*"
where ¢ = a,/a% and § = /a; are in general algebraic functions. By (2.12), we
consider

(2.13) F A WO At B Ak e Vi)

(f —6)° (f —0)?

Note that f now has three distinct completely ramified rational functions 1,7, n?
with multiplicity 3 and has no other completely ramified rational functions. If ¢ # 1,
then by Lemma 2.6 we must have c¢(f* — 1) — (f — )3 = (¢ — 1)(f — v)? for some
algebraic function vy distinct from §. However, a simple comparison on the terms of
degrees 1 and 2 on both sides of this equation yields § = =, a contradiction. If ¢ =1,
since the terms of degree 3 cancel out, then by Lemma 2.6 we must have § = 0 so
that c(f? —1) — (f — 6)? reduces to be an algebraic function. This gives the equation
(1.15).

Consider next case (3). We claim that a; + ay = 0. Otherwise, by Lemma 2.4,
f has four completely ramified rational functions with multiplicities 2, namely +a;
and +ay. Now we consider

(2.14) 7= = a,(f — o) (f — as) — 2.
2

By Lemma 2.6, if some root of the polynomial a,(f —a1)(f —as) — @7 is not equal to
—qq or —a, then this root has order two. This implies that —a; and —aw are either
both simple roots of the polynomial a,(f — a1)(f — az) — @7, or neither of them are.
Note that a,(f — a1)(f — az) — @? cannot be a square of some polynomial in f for

both ¢ = 1,2. By considering ?2 — @2 again, then, in the first case we conclude by
Lemma 2.6 that the polynomial a,(f —ay)(f—aq)—@3 is a square of some polynomial
in f and in the latter case we conclude by Lemma 2.6 that —a; and —as are both
simple roots of the polynomial a,(f — a;)(f — ag) — @3. We only need to consider
the first case. Now, by doing a linear transformation f — «yf, we have the system
of two equations:

c(f =D(f =r) =1=c(f +1)({f + ),
co(f =D(f —r) =F =c(f - 0)",

where ¢ = a,03 /a3, k = ag/a; and § are in general algebraic functions. However, by
comparing the coefficients on both sides of the two equations in (2.15), we deduce
from the resulting coefficient relations that 1 + x = 0, a contradiction. Therefore,
a1 + as = 0. Then, by doing a linear transformation f — «;f, we may rewrite
equation (2.2) as

(2.15)

(2.16) F=c-r%,
where ¢ = —a,a?/a? is a rational function. By (2.16), we consider
_ —1
(2.17) f2—1:c(1—f2)—1:—c<f2—c )
c

Note that f now has two distinct completely ramified rational functions +1. If
¢—1=0, then ¢ =1 and we get the equation (1.11). Otherwise, ¢ — 1 # 0, then by
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Lemma 2.6 we see that +4/(c — 1)/c are both completely ramified rational functions
of f. Again, we consider

(2.18) ?—ftl:cu—f%—zglz—cOﬂ-@:ﬁii)_

C cc

Since now f has four completely ramified rational functions £1,++/(c — 1/)¢, then
by Lemma 2.6 we must have éc — ¢+ 1 = 0, i.e., ¢ = —n?, where 7 is a constant such
that 2 +n+ 1 = 0. This gives the equation (1.16).

Consider next case (4). In this case, if oy + ay # 0, then by Lemma 2.4, f has
four completely ramified rational functions with multiplicities 2, namely +«; and
+ay. Suppose first that a, # af,a3. We consider

7 @ = ap(f —on)(f — ag) —a@(f - p)?
o ! b (f = B)? :

By the same arguments as in case (3), —a; and —ay are either both simple roots of
the polynomial a,(f — ay)(f — az) — a@i(f — B)?, or neither of them are. If a,(f —
ay)(f —ao) —a?(f —B)? is a square of some polynomial in f for both i = 1,2, then by
computing the two discriminants A; := [a,(a; + ag) — 202 8)* — 4(a, — &%) (aparcg —
a?f3?) =0, i = 1,2, we deduce that (8 — a;)(8 — as) = 0, which is impossible. By
considering 72 — @3 again, then, in the first case we conclude by Lemma 2.6 that
the polynomial a,(f — a;1)(f — az) —a3(f — 8)? is a square of some polynomial in f
and in the latter case we conclude by Lemma 2.6 that —a; and —as are both simple
roots of the polynomial a,(f — a1)(f — aa) — @3(f — B8)%. We only need to consider
the first case. Now, by doing a linear transformation f — «yf, we have the system
of two equations:

o(f =1)(f = r) = (f = 0)* = (e = 1)(f + 1)(f + r),
o(f =1(f = &) =F*(f = 0)* = (c=F)(f =),

where ¢ = a,/a?, k = as/ay, 6 = /oy and v are in general algebraic functions. By
comparing the coefficients on both sides of the two equations in (2.20), we deduce from

the resulting coefficient relations that k = 6%, v = —J, ¢ = %(Hgf and 0 # 0, +1, +1

satisfies 854(52 +1)d = (6 +1)%. Note that § = 1 solves this equation. We see that §
is a constant and thus « and as are both rational functions. This gives the equation
(1.21). Now, if a, = @} or a, = @3, then by similar discussions as above, we have the
system of two equations:

(f =D —&) = (f = 0)* =ci,

(2.20)

(2.21) - 2 . 2
(F = D(f = 8) —F(f = 0)* = (1L =FD)(f — )",
(222) R(f ~D(f —r) = (f =0 = (@ = )(f + )(f + r),

R (f=D(f —r) —F(f = 0)* =,

where § = 3/ay, ¢1, c3 and 7 are in general algebraic functions. However, by compar-
ing the coeflicients on both sides, we deduce from the resulting coefficient relations
obtained from the system of two equations in (2.21) that 6 = v and the resulting co-
efficient relations obtained from the system of two equations in (2.22) that 1+x = 0,
both of which are impossible. On the other hand, if ay + as = 0, then by doing a



On meromorphic solutions of Malmquist type difference equations 503

linear transformation f — a4 f, we may rewrite equation (2.2) as

o 1= )
2.23 = 47
22 ==
where ¢ = —a,/a? and § = 3/a; are in general algebraic functions. By (2.23), we
consider

(f —0)? (f —0)?
When ¢ = —1, if § # 0, then by Lemma 2.6 we see that 26/(62 + 1) and oo are both
completely ramified rational functions of f. However, by Lemma 2.4 f would have
5 completely ramified rational functions, a contradiction to Theorem 2.1. Therefore,
we must have 6 = 0 when ¢ = —1. When ¢ # —1, if ¢(1 — f?) — (f —6)? has only one
root, i.e., the discriminant A := 462 +4(c+1)(c—6%) = 0, then ¢ = 62— 1. The above
two cases give the equation (1.12). Otherwise, we have ¢ # —1 and ¢(1— f?)—(f—0)?
has two distinct roots, say d; and ds, which are both completely ramified rational
functions of f by Lemma 2.6. By Lemma 2.4, +4; and 145 are all completely ramified
rational functions of f. By Theorem 2.1 we must have d; + d, = 0. It follows that
§=0and §? = ¢/(c+1). Again, we consider
2 ¢ c(1—7% ¢ c—[(c+c+o)/(c+1)f?

c+1  f2 c+1 f2 '
If éc+c+7¢ # 0, then by Lemma 2.6 we see that /c(¢+1)/(cc+c+7¢) are
both completely ramified rational functions of f, a contradiction to Theorem 2.1.
Therefore, we must have ¢c + ¢+ ¢ = 0 and thus ¢ = —2. This gives the equation
(1.17).

Consider next case (5). In this case, by doing a linear transformation f — —af,
we may rewrite equation (2.2) as

(2.25) f

- o(f+1)
2.26 ==,
220 7oy
where ¢ = —a,/aa® and § = —f/a are rational functions. Then from previous

discussions and Lemmas 2.2 and 2.4, we see that co, +1 and 4§ are all completely
ramified rational functions of f. By Theorem 2.1, we must have § = 1. By (2.26),
we consider

w2 _cdf+y o cf+)—(f-1)
(2.27) i 1_(f—1)2 1 T :

If ¢(f + 1) — (f — 1)? has two distinct roots, then by Lemma 2.6 these two roots are
both completely ramified rational functions, a contradiction to Theorem 2.1. Thus
c(f +1) — (f — 1)? can have only one root, which implies that the discriminant
A:=(c+2)?+4(c—1) =0, ie., c=—8. This gives the equation (1.13).

Consider finally case (6). By Lemma 2.2, a3, d+as, £5; and £, are all
completely ramified rational functions of f. By Theorem 2.1, we must have either
a1 +as =0and f14+ B =0o0r a3+ 51 =0 and as + f = 0. When a1 + as =0
and 1 + B2 = 0, by doing a linear transformation f — ; f, we may rewrite equation
(2.2) as

o )
(2.28) = TPl
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where ¢ = ap/Bf and Kk = «a;/f; are in general algebraic functions. We see that
k* #0,1. By (2.28), we consider

P r) | (e= D~ (en? 1)

N
If ¢ # 1 and ¢ # 1/k?, then by Lemma 2.6, ++/(ck2 — 1)/(c — 1) are both completely
ramified rational functions of f and thus f would have 6 completely ramified rational

functions, a contradiction to Theorem 2.1. Therefore, c = 1 or ¢ = 1/xk% If ¢ = 1,
2

(2.29) Fo1=

then we get the equation (1.14); if ¢ = 1/x?, then we consider the equation fZ — R
and by the same arguments as above to obtain that 1/x? = &2, i.e., k2 = —1 and
¢ = —1 and thus we get the equation (1.18). On the other hand, when oy + 8; = 0
and ay + B = 0, by doing a linear transformation f — \/ajasf, we may rewrite
equation (2.2) as

o (D))
(2.30) F = Teny

where ¢ = a,/a10; and § = /oy /s are in general algebraic functions. By the

same arguments as for the equation (2.19), we may consider ?2 — 5" and conclude by
Lemma 2.6 that the polynomial ¢(f — &)(f —d71) — 52(]” +0)(f +671) is a square
of some polynomial in f when ¢ # 5 or reduces to be an algebraic function ¢; when
¢c=10". Since & # 0,1, £1, a straightforward comparison shows that the latter case
is impossible. Similarly, we may consider 72 ~ 5% and conclude that the polynomial
c(f =0)(f—61— S_Z(f +0)(f + &7') is a square of some polynomial in f. Thus
we have the system of two equations:

(f=8)(f =)= (f+O)f+6 ) =(c—0)f—mn)
(f=0)(f =) =8 S+ +6 ) =(c=3 )f—m)

where v, and 7, are in general algebraic functions. By comparing the coefficients on
both sides of the two equations in (2.31), we deduce from the resulting coefficient
relations that 72 = 73 = ¢* =1 and d = § + § ! satisfies EZ(d2 —4)=2(1 —¢)d* —
8(1+c). We see that d is a constant. Writing ¢ = 6 and d = k;, we have the equation
(1.19) and also complete the classification for equation (2.2).

(2.31)

2.2. Growth of meromorphic solutions of equation (1.21). We show that
all transcendental meromorphic solutions f of equation (1.21) have hyper-order > 1.
Note that f is twofold ramified over each of 1,462, Then there exists an entire
function o(z) such that f is written as f(z) = sn(¢(z)), where sn(p) = sn(p, 1/6?)
is the Jacobi elliptic function with the modulus 1/ and satisfies the first order
differential equation sn’(¢)? = (1 —sn(¢)?)(1 — sn(p)?/§*). Moreover, by the second
main theorem we have T'(r, f) = N(r,1/(f — 1)) + O(logr). Let zy be a point such
that f(z0) = sn(p(20)) = 1. It follows from (1.21) that f(20+1) =sn(p(zp+1)) =0.
Computing the Maclaurin series for sn(¢) and sn(®) around the point 2, respectively,
we get

(2.32) sn(p(2) = 1 — 5451 L o(5)—p(z0)) 4o =1 — 5451 L o) (s—20) 4 |

and

(233)  sn(p(z+1) =¢(z+1) =@+ 1)+ =¢(z0+ 1)(z—20) + .
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By substituting the above two expressions into (1.21) and then comparing the second-
degree terms on both sides of the resulting equation, we find

234 Ao+ 17 = 3 )2

A simple computation together with equation (1.22) shows that (1 + §)* # 26
Define G(z):=¢(z+1)*— %(1%)4@’(2)2. From the discussions in [15] we know that
T(r,f) = T(r,f) + O(logr). Since sn(z) has positive order of growth, then by [7,

p. 50] we have T'(r, @) = o(T(r, f)) and T'(r, %) = o(T(r, f)), where r — oo. If G # 0,
then T'(r,G) < o(T(r, f)), r — oo, which is impossible since G has T'(r, f) + O(logr)

many zeros. Thus G(z) = 0. Now, ¢'(z +1) = j:\%(ljgygo’(z) and by integration

we see that ¢ is an entire function such that T'(r, ) > Kr for some K > 0 and
all r > ry with some 1y > 0. Since sn(z) has positive exponent of convergence
of zeros and f(z) = sn(p(z)), then the fact that f is of hyper-order at least one
is a consequence of Lemma 2.7 below, which is a slightly modified version of [17,
Lemma 5.20].

Lemma 2.7. Let g be a meromorphic function such that the exponent of con-
vergence of zeros A = A(g) > 0, and let ¢ = (z) be an entire function such that
T(r,¢) > cr for some ¢ > 0 and all r > ry with some ro > 0. Then the hyper order
of g o p is at least one.

Proof. We consider the zeros of go . Since ¢ is an entire function, then ¢ has at
most one finite Picard’s exceptional value. Thus we may choose a constant r; > rq
such that ¢ takes in |z| < t every value w in the annulus r; < |w| < M(t, ), provided
that ¢ is large enough. Let g have p(t) zeros in this annulus, counted according to
their multiplicity. Then by the definition of A\, we have

1 1 t
(2.35) lim sup logn(r) = lim sup _logplt)

=A>0.
r—oo  loOgT oo log M(t, )

Hence, for some 7 > 0, there exists a sequence (t,) tending to +oo such that

(2.36) pltn) > (M(ta, 0))" > ()",

where ¢ is a positive constant. The second inequality above follows by our assumption
since log M (t, ) > T(t, ) for all large t. Now, goy has at least u(t) zeros in |z| < t.
Making using of (2.36), we have

loglogn(r,1/go ) log log p(tn, 1/g 0 ¢)

(2.37) lim sup > lim sup > 1.

r—00 lOg r tp—>00 log tn
By the fact that T'(r,1/go ¢) > N(r,1/g o ), we conclude that the hyper order of
g o is at least one. Thus our assertion follows. 0

We also note that the fact that all meromorphic solutions of each equation in the
list (1.16)—(1.20) can be proved using the above method since all solutions of them
are elliptic functions composed with entire functions.

3. Relations between equations (1.2) and (1.8) when n = 2

In this section, we use the bilinear method and the continuum limit method to
study the relations between equations (1.2) and (1.8) for the case n = 2. For the
description of the bilinear method, see [8] or [11]. Here we provide a brief overview of
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the continuum limit method: Let k be a positive integer, and € be a complex number.
We set a pair of relations:

(3.1) w(z,t,e) =0, v(f(2),w(te),e)=0.
According to this, we transform a difference equation

(3.2) Qo(z, f(z+1),---, f(z+k)=0
to a certain difference equation

(3.3) Qi (t,w(t,e), - ,w(t+ke,e)) =0.

Letting ¢ — 0, with some conditions on coefficients of €2y, we derive a differential
equation:

(3.4) Qu(t,w'(t,0),- -, w®(t,0)) = 0.

It is clear that the first order linear difference equation has a continuum limit to the
first order linear differential equation in the autonomous case. In the two subsec-
tions below, we describe the relations between the difference equations (1.11)—(1.14)
and the differential equations (1.1), (1.3) or (1.4). We also show how to take the
continuum limit for the five equations (1.16)—(1.19) and (1.21).

3.1. Relations between (1.12) and (1.13) and the Riccati equation
(1.1). In [12], Ishizaki discussed the relation between a differential Riccati equation
and a difference Riccati equation. We first recall Ishizaki’s results below. For the dif-
ferential Riccati equation (1.1), we assume that as # 0 from now on. It is elementary
to show that a suitable linear transformation on f leads equation (1.1) to

(3.5) f'= 1+ A(z),

where A(z) is a rational function formulated in terms of a; and their derivatives;
see [17, chapter 9]. Ishizaki used the bilinear method to derive a difference Riccati
equation from (3.5) in the following way: Setting f(z) = u(z)/v(z), then equation
(3.5) becomes

(3.6) u'(2)v(2) — u(2)V'(2) = u(2)* + A(2)v(2)?,

which is gauge invariant. In other words, for any h(z), @(z) = u(z)h(z) and 0(z) =
v(z)h(z) also satisfy the differential equation (3.6) in place of u(z) and v(z), respec-
tively. Corresponding to equation (3.6), we choose a difference equation

(3.7) u(z+ Dv(z) —u(2)v(z+ 1) = u(2)u(z + 1) + A(2)v(z)v(z + 1),

having the property of being gauge invariant. Setting f(z) = u(z)/v(z) in the differ-
ence equation above, then we obtain

(3.8) flz+1) = f(2) = f(=+ 1) f(2) + A(2),
_ f(z) +A()
(3.9) fle+1) =S

On the other hand, for the difference Riccati equation (1.10), Ishlzakl showed that if
bi1(z) # —b3(z + 1), by doing the transformation f(z) — [(—bs —b;)f + (—bs +b;)]/2
we obtain the difference equation (3.9) with

—4by — byby + 3bybs — by by — bsbs

(3.10) Alz) = (bs + by ) (b3 + by)
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Set
(3.11) t=cz, [f=cw(te),

with the condition A(z) = e2A(t,¢) and lim._,o A(t,€) = A(t,0). Since f(z+ 1) =
cw(e(z+1),e) =cw(t +¢,¢), we have

(3.12) w(t+e,e) —w(t,e) =cw(t +e,e)w(t,e) + At e).
By letting ¢ — 0, we have
(3.13) w'(t,0) = w(t,0)* + A(t,0),

which is equation (3.5). In particular, if A is a constant, then we replace A with e2A
with a constant A.
With the introduction above, let’s look at the two equations (1.12) and (1.13),
respectively. For equation (1.12), if we put f = (y+~71)/2, then it follows that
2
72+ inﬁ _
v2 — 20y + 1

Solving the equation above, we get four different difference Riccati equations:

0

+id — V1 =02yt

7:{—9( ! —n Z} . 6=+l
v—0+iv1—6?

It is easy to see that these four difference equations do not have any common solu-

tions. Take the following difference Riccati equation as an example:

(=0 +V1I=82)y—i
¥ = : :
v+ (=0 +iv1—62)
consider the case where § is a constant. If 262 # 1, then by doing the transformation
R (14+4)(0 — V1 —6?) n (1—4)(6++v1—6?)
2 7 2 ’
we obtain from the equation above that
(3.15) T—v=77+A4,
where A has the form in (3.10) with b, = (—id + V1 —62), by = —i and b3 =
—0 +iv/1 — 62, Therefore, for the solutions of (1.12) such that (3.14) hold, we set

t=c¢ez,

(3.16) /= % <7+ %) ’

1+4)(0 —v1—462 1—14)(6 1—62

LRt o IRt (LR .0}
and replace A with e2A. Then we have the equation in (3.12) and, by letting ¢ — 0,
we finally obtain the equation in (3.13). Equation (1.13) is dealt with in a similar
way. From the results in [15], if we put f = 1;;‘2, V2u = $(v+~71), then we also get
four different difference Riccati equations which do not have any common solutions.
Consider the following case:

;o l—uw? & —(v*+1?2 _ -

D

1=0.

(3.14)

(1+vV2)y+i
y—i4ivV2
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By making similar substitutions as in (3.16), we may obtain the equation in (3.12)
and, by letting ¢ — 0, we obtain the equation in (3.13).

3.2. Relations between (1.11), (1.14), (1.16)—(1.19) and (1.21) and
the differential equations (1.3) or (1.4). The autonomous versions of the seven
difference equations (1.11), (1.14), (1.16)—(1.19) and (1.21) are closely related to the
QRT map [20, 21|, which is defined by the system of two equations:

_ fl(yn) — xan(yn)

(317) Tp4+1 = 9
* f2(yn) - xnf?:(yn)
(3.18) Y1 = 91 (Tny1) — yng2<xn+1)’
92(Tni1) — Yng3(Tni1)
where
f1($) ap Bo Y z? ar B m z?
(319) fg(l‘) = 50 o CO T X 51 €1 Cl T s
fg(l‘) Ko )\0 ,uo ]_ K1 )\1 ,u1 ]_
91 ($) ag Oo Ko 7 a0 K x?
(320) gg(l‘) = 60 o )\0 x X 61 &1 )\1 X s
93(2) Y G0 Ho 1 7 G 1
where "X’ denotes the cross product of two vectors. In the symmetric case, i.e.,
o Bi i 0 K
(3.21) b & G | =1\ B & N |, =01,
Ki N Vi G M

the QRT family reduces into a single equation

o fl(wn> - wn71f2<wn>
Wp+1 = )

f2<wn> — wnflf?)(wn)

by taking x, = ws, and y,, = wa,41 in (3.17) and (3.18). The symmetric QRT family
possesses an invariant:
(3 23) (040 + KOQ)SL’Z_HJ?EL + (ﬁO + K61><xi+1xn + anrlxi) + (70 + K71><xi+1 +.Ti)
. + (g0 + Ker)xpp1zn + (G + KG) (pg1 + 20) + (o + Kpq) =0,

(3.22)

where K is a constant. By doing a Mobius transformation z,, — %

constants «; and f;, the symmetric QRT map in (3.23) takes the form:

with suitable

(3.24) ax? 12+ Bk 4+ 2) + Y TpaTn +0 =0,

where «, 3, v and § are constants; see [22]. By reinterpreting discrete equations as
difference equations (see [1]), we see later that (1.14) reduces to a special case of
the symmetric QRT map in the generic case (i.e., ad # 0) and equation (1.11) is
the symmetric QRT map in the degenerate case (i.e., @0 = 0). Moreover, the five
equations (1.16)—(1.19) and (1.21) can also be mapped to the symmetric QRT map,
as is shown below.

Suppose that @ and b in (1.3) and (1.4) are both constants. For simplicity, we
treat equation (1.3) as a special case of equation (1.4) with 7 = 73. By doing a
Mobius transformation f — o /81 with suitable constants o; and Bj, if necessary,

az f+B2
we may assume that 71 + 73 = 0 and 75 + 74 = 0. Thus we may write (1.4) as

(3.25) (f)?=a(f? =)= 13),
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where 77 # 75 and it is possible that 77 = 0. Now the bilinear method applies.
Following Ishizaki, we set f(z) = u(z)/v(z) and obtain from equation (3.25) that

(3.26) [/ (2)v(2) — u(2)v'(2)]* = a(2)[u(2)* — 7v(2)*[u(2)* — 730(2)7],

which is gauge invariant. Corresponding to this equation, we choose a difference
equation

[u(z + () — u(z)v(z + 1))

(3.27) . )
= a(2)[u(z)u(z + 1) = 7ov(z)v(z + D][u(z)u(z + 1) = v(z)v(z + 1)],

having the property of being gauge invariant. Setting f(z) = u(z)/v(z) in the differ-
ence equation above, we have

(3.28) [f(z+1) = f(2)] = alf(z + 1) f(2) = ] [f (= + 1) f(2) — 73].

which is a special case of the symmetric QRT map (3.23) after expansion.
When 72 = 0, we do the transformation f — 1/f and obtain from (3.28) that

(3.29) [f(z+1) = f(2)] = —ar3 (f(z + 1) f(2) = 1/73) .

We see that equation (1.11) is included in (3.29). By setting t = ez, f(2) = w(t,¢)
and giving %(—a73) in place of —ary, then equation (3.29) has a continuum limit to
the equation (f")? = —a(75 f? — 1); see [13]. The equation (f')* = —a(73f* — 1) can
be obtained from equation (3.25) by doing the transformation f — 1/f.

When 72 # 0, we re-scale f by f — (1172)/2f and then expand (3.28) to obtain

the canonical form of the symmetric QRT map:

(3.30) PP AT + 1) + 2B +1=0
where A = —1/(am72) and B = [2 — a(7? + 73)]/(2a7172). In particular, for equation
(1.14), we may re-scale f by f — f/k; with a constant k; first to obtain the equation
—2 —2

(3.31) Fr2=wi(f + 1) +r3 =0,
where k3 = k{k?. By doing the transformation f — aﬁ—g with constants a, [
satisfying a? = k3, we obtain from (3.31) the canonical form in (3.30) and the
corresponding coefficients A and B in (3.30) are

A= g

B 2a4 + 2K20% + H%627

at — 2k202 + K2

respectively. It is well-known that equation (3.30) is parameterized by elliptic func-
tions; see [3, 22| or [5]. Here we incorporate the process of parametrization from [5].
Define the parameters k and € such that

B 1

(3.32) cnk:‘njlngg
B=—MM—

Y

ksn? e

respectively. These choices of A and B imply that
(3.33) k+k?t=(B*-A*-1)A"
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Therefore, considering equation (3.30) as a quadratic equation for f, and using the
transformation f = k/2sn u, where sn u denotes the Jacobi elliptic sn function with
argument v and modulus k, we have

cnednesnutsnecnudn u

3.34 U=
( ) sn 1 — k2%sn2 € sn? u

This is solved by u = ez + C, where C' is a free parameter. Using the expressions of
A and B in (3.32), we rewrite equation (3.30) as

(3.35) (F—f)2=(ksn2e)f f2+2(cnedne—1)Ff -+ ksn?e.
By the above process, if we set
(3.36) t=cz, f=k"wte),

then, since f(z + 1) = k'2w(t + ¢,¢), by dividing ksn? & on both sides of equation
(3.35) we get
[’lU(t +¢, 8) — ’lU(t, 8)]2

sn? ¢

= K*w(t +e,¢)*w(t,e)* + (

(3.37) 2cnedne—2

) w(t+e,e)w(t,e) + 1.

Recall the Maclaurin series for sn ¢, cn € and dn €, respectively:

sn? ¢

3 5

snezs—(1+k2)%+(1+14k32+k4)%+---,
82 4 4 .
(3.38) cn5—1—§+(1+k)4l
8 4
dne=1-k= +k:2(4+k:2)4'

By substituting the above series into (3.37) and then letting ¢ — 0, we obtain the
following differential equation:

(3.39) [w'(t,0))* = (K*w(t,0)* = 1)(w(t,0)* — 1),

which is equation (3 25). In particular, for equation (3.31), we see that this process
yields QM — —1 as ¢ — 0. Recalling that a* = k2, this implies that

at—2k?a2+K3
Ky — +% as € =0, By combining the results above together, we conclude that
(1.14) has a continuum limit to the differential equation (1.4).

We now consider the five equations (1.16)—(1.19) and (1.21). We take the equa-
tion (1.16) as an example to show that this equation can be transformed into the
symmetric form, which is included in the QRT family, and have a continuum limit

0 (3.25). It is easy to see that solutions of equation (1.16) also satisfy the following

two equations:

(3.40)

Since all roots of f(z) £ in = 0 have even multlpll(:ltles we see that £ +zz = h? for

. Denote H = hQZl. By

some meromorphic function h. It follows that f = inZk hgfl
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dividing the first equation in (3.40) by the second equation in (3.40) on both sides,
we obtain

—2
(3.41) [+ (Rl 2:H2
' -1 2h ’

ie.,

(3.42) FH = (F +H?) - =0,

which is a biquadratic equation with respect to f and H. Instead of considering
equation (3.42) directly, we may first re-scale f and H simultaneously by f — f/k;

and H — H/k, with a constant x; to obtain the equation f~H2—k2(f +H?)—n?kt =
0, where k1 is a constant. Then we do the Mobius transformations:

- F-s H-p

with suitable constants a and 3, and obtain the canonical form of the symmetric
QRT map:

(3.44) FH?+ A(F + H?) +2BfH + 1 =0,

where A and B are both nonzero constants dependent on «, 5 and ;. The process of
solving (3.30) shows that equation (3.44) is parameterized by elliptic functions and
f = H(p) for an entire function . In fact, if we define the parameters k and ¢ as in
(3.32) and consider equation (3.44) as a quadratic equation for f with respect to H,
then using the transformation H = k'/?sn ¢ and f = k'/%sn 3, where sn ¢ denotes
the Jacobi elliptic sn function with argument ¢ and modulus k, we have

(3.45) Snwzcnednssncp:i:snscngodncp

Y

1 — k2sn? € sn? ¢
which is solved by ¢ = e¢ + C such that ¢ = p(2) is an entire function satisfying
o(z+ 1) = p(z) + ¢, where C' is a free parameter. It follows that ¢ = ¢(z) is an
entire function satisfying ¢(z + 1) = ¢(z) + 1. Thus ¢(z) = 7w(z) + 2, where 7(z)
is an arbitrary non-constant periodic function of period 1. We may suppose that
7(z) has a zero, say m(zp) = 0. Then z,, = zo + m is a zero of m(z) for all integers
m > 0. It follows that the infinite sequence {z,,} satisfies z,, — 0o as m — oo and
Om = O(2m) = zm for all m. Therefore, if we set

(3.46) t=emzm, H=k"w(ten), f=k"wlt+em em),
then we have from (3.44) that
[wW(t + Em,Em) — W(t, em)]?

sn? g,,

= EPw(t+em, em)?w(t, em)’+ (

(3-47) 2cne,, dne, —

. 2) w(t+em, em)w(t, ey)+1.

For a fixed t, we choose ¢, = i By using the Maclaurin series for sne,,, cne,,
and dne,,, respectively, in (3.38), and then letting &,, — 0, we obtain exactly the
differential equation in (3.39). For each of the four equations (1.17), (1.18) and
(1.19) and (1.21), by using the same method as above we may obtain an equation of
the form in (3.42) with a certain meromorphic function H and then also obtain the
differential equation in (3.39) after taking a continuum limit. We omit those details.
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4. Concluding remarks

The Malmquist type difference equations (1.8) with deg(R(z, f)) = n are revis-
ited in this paper. In Section 2, we first complete the classification for equation (1.8)
with deg,(R(2, f)) = n by identifying one new equation (1.21) left out in our previous
work. We have actually derived the eleven equations (1.11)—(1.21) using some recent
observations on equation (1.8) in [30]. In Section 3, we study the relations between
the Malmquist type differential and difference equations in the case n = 2. The seven
equations (1.9)—(1.15) singled out from (1.8) have finite order meromorphic solutions
and appear to be integrable from the viewpoint of the proposed difference analogue of
the Painlevé property suggested by Ablowitz, Halburd and Herbst [1]. We point out
that each of the equations (1.9)—(1.14) has a natural continuum limit to equations
(1.1), (1.3) or (1.4). The process of taking a continuum limit from equation (1.14)
to equation (1.4) also applies to some more equations singled out from (1.8) in the
case n = 2, namely the five equations (1.16)—(1.19) and (1.21). These equations only
have infinite order transcendental meromorphic solutions. However, they can also be
mapped to the symmetric QRT map with respect to f and a meromorphic function
H dependent on f, so that f and H are written in the form f = H(p + ¢) and
H = H(p) with an argument ¢ which is an entire function of z. In fact, by looking
at the proof of the main theorems in [30] and the discussions in the last section of
[30], we see that most equations singled out from (1.8) with n = 2 in the autonomous
case in [30] can be written in the form

PR =1,
or the form
TR —(F'+Ry)+r>=0,
where R; and R, are rational functions in f or in a certain meromorphic function g
2
such that f = ¢?> —1or f = CLZQIIC’ for some constants a, b, ¢ such that abc # 0, and
thus are included in the QRT family defined in (3.17)—(3.22).

Recall from [22]| that the QRT family defined in (3.17)—(3.22) possesses an in-
variant which is biquadratic in x,, and y,:

(a0 + Kar)apys + (Bo + KBu)xnyn + (o + Km)ay, + (8o + Kov)xay;,
(4.1) + (g0 + Ke1)znyn + (Co + KC)wn + (ko + Kr1)yh
+ (Ao + KA )yn + (o + Kpa) = 0,

where K plays the role of the integration constant. In the symmetric case, the
invariant in (4.1) becomes just (3.23). In the generic case, it is shown in [22] that,
by doing two M&bius transformations x,, — % and v, — m with suitable
constants «; and 3}, respectively, (4.1) can also be mapped into the symmetric form:

(4.2) zoyr + Al 4+ y2) + 2Bray, +1 =0,

where A and B are constants. The process of solving (3.44) in Section 3 shows that
z, and y, in (4.2) are parameterized by elliptic functions and x,, = v, () with some
entire function ¢. Combining this fact and the process of taking continuum limit
from equations (3.30) and (3.44) to the differential equation (1.4) in Section 3, we
conclude that the QRT family defined in (3.17) and (3.18) always has a continuum
limit to the first order differential equation (1.4) in the generic case.
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