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ON THE ALGEBRAIC INDEPENDENCE
OF THE VALUES OF SOME E-FUNCTIONS RELATED
TO KUMMER’S FUNCTIONS

KEIJO VAANANEN

Let Q denote the field of rational numbers, C the field of complex
numbers and C(z) the field of rational functions of 2z with coefficients
in C.

1. In this paper we apply Sidlovskii’s [3] general theorem on the
algebraic independence of the values of F-functions.
We consider the functions

1 oiti
(1) w (2,0, p) = 1 ovie K, (),
where K, (z) is the Kummer function
(2) K, () = >@u+l)..(utn=1)nv(p+1)..(v+n—1)) 2",

n=0

wyv # 0, =1, =2,....

In [5] some theorems are proved concerning the algebraic independence
of the values of w, o(z, v, u), ulo(z,v,u) and wuy (z,v, 1), uy (2,7, p) .
Now the following theorems will be proved.

Theorem 1. Let v, p, (b = 1,2,..,n) be rational numbers
which satisfy the conditions

v, = 0, =1, =2, ..., up, W, —v, # 0, £1, £2, ..
(k = 1,2,...,n);
21“/; =V — (2 Ky — 7}7) * (vk * 1),) 7 07 iz’ i4’

(r <k <r £mn,
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and let o # 0 be an algebraic number. Then the numbers of each of the two
sels

{ g (0, vy s 1) u’{),j(“ Vs M), €}

(G = 0,1,.,m k = 1,2,..,n),

{ ui,O(oc ’ Vk ’ /'Lk) ’ “;,o(a ’ vk s /uk) ’ 6“}

(t = 0,1,..,0; k = 1,2,..,n)
are algebraically independent over Q .
Theorem 2. Let the conditions of Theorem 1 be satisfied. Further,

let
v, = 1,2,... (b = 1,2,..,n).

Then the 2 (I4+1)(m+1)n + 1 numbers
Uy (o, Vs ) '“;',j(“ SV M) €
(¢ =0,1,..,0; 7 =0,1,..,m; k =1,2,...,n)

are algebraically independent over Q.

It should be noted that by using our theorems and the procedure
suggested by Mahler (see [2] p. 172) we could now obtain some transcen-
dental expressions that involve values at rational points of the Gamma
function and of its derivatives.

2. In order to prove our theorems we shall first consider the functions
(3) Ug i x(2) = Uy (2, v, 1) s '“’(l),j,k(z) o '“/(l),j(z Vs )
(j = 0,1,...,m; kb = 1,2,..,mn).
Since the Kummer function K, (z) satisfies the differential equation
v It
(4) w4l =1 ——u = 0,

it follows that the functions wug;,(2) (j = 0,1,...,p; k = 1,2,..,n)
satisfy the following system of differential equations:

v u 1
” k ’ k
(B)  or + (z— - 1> Upjp = 7 Yosp — 3 Uojap = 05 g 15 =0

(j = 0,1,..,p; k = 1,2,..,m).
Thus if P is a polynomial in z, wuy, ., uy;, (j = 0,1,..,p;
k=1,2,..,n), ¢*, y# 0, yeQ, then 2P is also a polynomial in

the same variables. By considering these polynomials in the same way as
on pp. 5—6 of [4] we obtain the following lemma,
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Lemma 1. Let us assume that we have an irreducible polynomial P
. ’ . 1 . P
Nz, Ui, Yok (Jo= 0,1, ..,m; k= 1,2,..,n), € satisfying

h
(6) P = 3> Pe" =0,

1=0
where P, (i = 0,1,..,h) are polynomials in 2z Uy, U, (] =
0,1,....m; k = 1,2,...,n) such that P,# 0. If the functions wu,,, .
wox (3= 0, 1,.om; k= 1,2,..,n) are algebraically independent
over C(2), then P must satisfy the equation

(7) 2P = (az+b)P, a,be@,

identically in =, g, Uy (o= 0,1, .omik = 1,2, .,n), €7,
and must itself be of the form

(8) P o= PV 4 Py, ho= 1,

where the polynomials P, and P, are homogeneous with respect to g, .
u.,f,,j’k (j = 0,1,..,m; k = 1,2,..,n) and one of them is a polynomial
wm z alone.

This lemma can be used in the proof of Lemma 2

Lemma 2. Let us assume that v, , p, (k = 1,2,...,n) satisfy the
conditions of Theorem 1 and let y + 0 be a rational numbei. Then the func-
tions (3) and ¢ are algebraically independent over C(z) .

The proof will be performed by induction with respect to m .

3. Let m = 0. The algebraic independence of the functions 1wy,
Uy o, (k= 1,2,..,n) follows from Lemma 7 of [1]. If these functions
and ¢ were algebraically dependent over C(z), we would then have an
equation of the form (6) (with m = 0). By Lemma 1, P satisfies (7) and
is of the form (8), where P, = ¢,2" or Py, = ¢y2", ¢ # 0 and ¢, # 0.
If P, = ¢,2", then

(9) P =c 2"+ Py =0.

Let r be the greatest index such that wu,,, or wu,, occursin P, and
let s be the degree of P, with respect to o ,, e (k = 1,2, .., n).
When we present P, in the form

1
) S
2 uoofuom’ p =1,

i [\/‘\\»

where at least one P,. = 0, and denote B, = ¢ 7*uy,,, we obtain
Pi k 0,0,k

by (9)

(10) P = ¢, 27" 4 ¢ ) Z PE B 7 (B2 + B) = 0,

1=0 j=0



186 KE1jo VAANANEN

where P} are polynomials in z, B,, B, (k = 1,2,...,r—1) such that
at least one P¥ = 0. The equation (10) implies that the functions e*/?,
B,., B, (k = 1,2,..,r) are algebraically dependent over C(z). This
contradicts the proof of Lemma 7 in [1], by which these functions are
algebraically independent.

If Py = cyz we obtain the same contradiction.

4. Forall k = 1,2,..,n in the following let the notations w,(m)
and u,(m) denote the functions o and ug ;. (j = 0,1,..,m) re-
spectively.

Now let us assume that the functions wu,(m), wuym) (k = 1,2, .., n)
and ¢” are algebraically independent over C(z) for some m = 0,1, ....
We shall prove that this implies the algebraic independence over C(z)
of the functions wu,(m+1), wuym+1) (k = 1,2,...,n) and e~ .

Let the functions w,(m+1), w,(m+1) (k = 1,2,..,n) and e” be
algebraically dependent over C(z). Then there exists an integer
qe{l,2,..,n} such that the functions

’ ’
(I ]) uk()n") ’ u’k(nl) ’ /u'(), mt1,i ”(), m4-1,1

(/{ = I,Z,,..,H’; T = ]y2>"'!q--])

and ¢ are algebraically independent over C(z), while the functions
(11), %o ,i1,4 o,i1, and € are algebraically dependent over C(z).
We shall prove that this is impossible. The proof is divided into three
steps, called A, B and C, which are analogous to the corresponding steps
in [ 5].

5. Step A. We define

!’ ’
b= g 0,0 %o, mi1,q — %0,0, Yo,mt1,q

and prove that the functions (11) and ¢ are algebraically independent
over C(z). If this were not true then there would exist an irreducible
polynomial P in z, (11) and ¢ such that

h
(12) P = >SPi =0,
<o
where P, (i = 0,1,..,h) are polynomials in z and (11) such that

P, 0. From our assumptions it follows that A > 1.
By (5) 2P’ is also a polynomial in the same variables as P . Analogously
to p. 97 of [5] we obtain that

(13) 2P = (az+b)P, a, be@,
identically in z, (11) and /.
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The identity (13) holds even when we replace the functions (11) by the
corresponding functions of any other solution w,(m+1), wy(m+1)
(k = 1,2,..,n) of (5) (with p =m+1) and ¢ by t = Uo 0,0 W, mi1,q —
U 0,4 Uomi1, - Thus we obtain, by analogy with pp. 97—98 of [5], that
@ =h =1 and P is of the form

(14) P = ¢yt + Py,

where P, is a homogeneous polynomial of the second degree with respect
to (11).

When we now choose u,(m+1) = wu(m+1) (k = 1,2, ..,n, k #q)
and w,(m+1) in the same manner as u(k+1) in [5], we obtain for P,
entirely analogously to pp. 98—99 of [5], the form

s S—1
|4 D I N N (L p 4 ! p i
(]O) P = Z a; 2, (ut),j,q ”’0, mA+1—i—j,q u(},j,q uﬂ,m ‘r1~{—j,q) + ‘45 ’
i=0 j=0
where s = [m/2], ay, = ¢, @ (i = 1,..,s) are polynomials in

» and A, is a homogeneous polynomial of the second degree with
vespect to wm+1), wim+1) (b = 1,2,..q=1), wlm), wulm)
(k = q+1,..,n) and uy;,, wug;, (j = 0, 1,..,m—s).

It can be proved in an exactly analogous way to pp. 99— 101 of [5] that
polynomial of the form (15) cannot satisfy the differential equation (13)
(where @ = 1) . Thus the functions (11) and ¢ are algebraically independent
over C(z).

6. The algebraic independence over C(z) of the functions (11),
Uy i1, and U i1, (Step B) can now be proved by using a similar deduc-
tion as in step B of [5]. Only certain formal changes need to be made, so
that the proof is not repeated here. The same is true in the proof of the
algebraic independence over C(z) of the functions (11), g,,+1, U, i1,
and ¢ (step C), which can be performed analogously to step C of [5].
Thus Lemma 2 is true.

7. The last part of this paper is mainly concerned with the functions

(16) ui,j,k(z) = ui,j(zﬂvk’:uk)’ u;,j,k(z) = uz",j(2>yk71uk)
G = 0,1,.,0; 5 =01,.,m; k =1,2,..,n).

By (5) these functions satisfy

" e ) i 1 Lo — 0
7y Meir TG T Yaie T e T i T Yiie = Y

Uy i = Uq, = 0 (0= 0,1, wnl; 5 =01,..,m; k=12,..,n).

We prove the following lemma.
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Lemma 3. Let v, w, (k = 1,2,..,n) satisfy the conditions of
Theorem 2 and let y + 0 be a rational number. Then the functions (16) and
e are algebraically independent over C(z) .

We shall prove this by induction with respect to /. If / = 0, then
Lemma 3 follows from Lemma 2.

Before continuing we should adopt some simplifying notations.

For all & = 1,2,....,n let the notations w,(l,m) and  w(l,m)
denote respectively the functions w,;, and u/ e o= 0,1,..,1;
o= 0,1,...m).

Now suppose that Lemma 3 is true for some [/ = 0,1, .... This means
that the functions (I, m), wu,(l,m) (k = 1,2, ...n) and ¢ are

algebraically independent over C(z). By using this assumption we shall
prove the algebraic independence over C(z) of the functions u,(/+1 , m) ,
wl+1,m) (b = 1,2, .., n) and e~

It these functions were algebraically dependent over C(z), then, by
the induction hypothesis, there exists an integer p such that the functions

(18) w (L, m), uy(l, m), Uiy s "/,; ik €F
(J = 0L p—1:k = 1,2, ..., n)

are algebraically independent over C(z), but these functions (18) and

Wiiiprs Wi (k= 1,2,..n) are algebraically dependent over

C(z) . This yields the existence of an integer ¢ such that the functions
’ . . .

(I8) and w0y wy g, (0= 1,2, ., ¢g—1) are algebraically inde-

. . ’
pendent over C(z), but these functions and Ui, pq> Yigt,pe aT€ alge-
braically dependent over C(z) .
In the following let assumption A denote the algebraic independence
. R ’ & -
of the functions (18) and Upit,pis Wirp: (0= 1,2,..,¢—1). Further
let {u} denote the following set of functions,

{ 7 0 , i i a! 1
Lug(lom) s wg(Eom) s gy ug Lk Wisapis Wipa pi

(J =01, ..,p=1; 7 = 1,2,..,9g-1; k = 1,2, ..,n, k # q) .
8. We denote
’ ’
b= 0,0 Mis g = 0,0, Wit,p
and prove that the functions
’ ’ . -
(19)  {uy, w,(l,m), w(l,m), wy,,, Uit (= 0,1,..,p=1)

and ¢ are algebraically independent over C(z). If this were not true,
then we would have an equation

h
(20) P = 201’1. t= 0,
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where P is an irreducible polynomial in =z, (19) and ¢, and P,
(i = 0,1,..,h) are polynomials in z and (19) such that P, 0. By
the assumption A h = 1.

As on pp. 9798 of [5] we can again deduce that the polynomial P
satisfies
(21) P = (z+ D) P, be@Q,
identically in z, (19) and ¢, and is of the form
(22) P =™ t+ Py =0, ¢,#0,
where P, is a homogeneous polynomial of the second degree with respect
to (19).

Since (21) is an identity, it follows that (21) holds even when we replace
‘El}e functions (19) by any other solution {u}, u,(l,m) . w (L, m), w.q;,
oy, (= 0,1,..,p=1) of (17) and ¢ by

-, .
b= 0,410 = %000 %t1,p0-
This fact will be used in the following deduction.

9. Next we prove that a contradiction follows if p > 0. For this
we present P, in the form

S ) >,/ il
Py = A+ Pigwyyp1y + PorUprpa, + Poyuiyq,p1,,
> ' 7 2
+ Py Ui p1,0 W1, p—1,0 T Poo 1 p 1,4
q

where A,; Py, Py and P, , P, Py, are homogeneous polynomials
of degree two; one and zero, respectively, with respect to {u}, w/(/,m),

wp(l,m), g, Wi, U= 0,1,.,p=2).
Replace now in (21) the functions {u}, u,(,m), w;1q;, (j = 0,1,...,p)
by the functions {u} = {u}, w,(l.m) = w(l,m), wyy;, Uiy,

(.j = O’ 17 7p_2) ’ /-l—{'lfl,j,q - ul‘ﬁl,},q + O’“’O,j*[} t1,q (j = p_-:l?.p) “’ith
an arbitrary constant ¢ . We then integrate (21), differentiate the result
with respect to ¢ and put o = 0. This yields the equation

¢

~btw

0 ¢ (Ug,0,4 ’“(Ih,l,z, - '“'tl),u,q Uy 1) + P90, + Py u.(',,Uyq
+ 2Py, Ui1p1,4 + P11 (40,0,4 W+1,p-1,4 + 0,0, Uy pa,y)
+ 2 Pog g 0,4 Wir,p1,g = C(0) 20 €.
From this it follows by the assumption A that

1 1—h

S < ) ’ ’
P o= a2 (oW1, pniq — %050 Urtpijg) T Ay,
=0 j=0

where a, = ¢,2""" # 0 and a, is a polynomial in z.
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Let us assume that we have for some s < p
s—h

$ 7 ’ A
Z 2 Uo,j.g Wit 1, p—i—jpg — %0,7,q Wit1,p-i—s,g) T+ As

where @, are polynomials in z, a, = ¢,2"""¢ # 0, and
/ . o) ’ 2
A, = Agyy + Py Uiy, p—s—1,q4 T Py U1, ps—1,¢ T Py, Uyi1, p—s—1,q
i ) 9
+ Pty pgn,g Uit ps,g + Poa Wi psa,q-

Now let {u} = {u}, wul,m) = wl,m), wyy;, = Uiy, (J =

0,1, s p=8=2), Wiy, = Uprrjg + OUgjpier1, (J = P—s—1,..,p).
After the same steps as before we obtain for P the form

s-+1  s4+1—h

> ~ - ’ ’
P = Z a, Z (Uo 5 Wis1, pi—iyqg = o5, W1, p-1—j0) T Asi1
=0 =0

Thus it follows that

p—h
’
P Z @, z Uo,j, qul+1 p—h—jq uO,J‘,qqu,ﬁ“h—M) + 4 ’
h=0 j=(
where a, are polynomials in z, in particular a, = ¢,2"""7 # 0, and

A isa polynomial in z, {u}, w,(l,m), wuy(l, m) of the second degree with
respect to {u}, wu,(l,m), wull,m).
We now use in (21) the functions {u} = {u}, wu(+1,p—1) =

w(+1,p=1), w, = U, + 00U, (@ =01.,I+1; j =
p,...,m). By integrating (21) we then obtain
P p—h
’
;2‘0“}’ Z Uo,i,q Wit1,pi—isg — Y0,7,0 WtL,phi,g)
i i=
p A b pz
+ 2,0 (Uy o, U100 = Yoo, Uine,) + A = c(0)2 e
This gives
oA
— = Y b oz
2 @y (o0, Wri1,0,4 = 0,0, Yit1,0,0) T 20 loco ¢'(0) 2% e

which is impossible., Thus we are left with the case p = 0.

10. If / = 0, then we obtain a contradiction in an entirely analogous
way to pp. 107108 of [5].

If I =1 and none of the functions u, ,,, uy,, (s >1) occurin P,
then a contradiction arises as on p. 107 in [5]. If s =1 is the greatest

integer such that at least one of the functions u,,, or wu;,, occurs in
P, then we obtain, as in Section 9, for P the form
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s—1  s—1—h

> btw - ’ ’
Po= g2 bt Dy 2 (Mg i = Yog Mg + Aot
h=0 j=0

where a, are polynomialsin z, a, »# 0, and A_, is of the form

/ » 2
Ay = A+ Pyuyg, + Pty o, + Pag 0,

$

- 7 19
+ Py ty,0, Ur,0,0 + Pooui’o s

where A4 ; P,,, Py and P, , Py, P, are homogeneous polynomials
of degree two; one and zero, respectively, with respect to {u}, wu,(0,m),
@j;(O,m) . We now replace in (21) {u} and wu,(2,m) by {u} = {u},
u, (0, m) = u,(0,m), Upjg = Wij,+ OUq;, (e =1,2,;

0,1, ...,m). By integrating (21), differentiating the result with respect to

¢ and putting ¢ = 0 we obtain

b+ o ’
o2 "7 (g, 0,4 U1,0,4 — 0,0,4 %1,0,)
q
s—1 s—1—Ph

-~ 7 ’
+ 2 @y D (U %o sijg = %0,5,q %o,5—ij0)
h=0 j=0

!’
+ Prgtg o, + Poy oo, + 2 Pagtg g0,

5} 7 ’
+ Py (g 0,4 1,0, + %o,0,4 %1,0,0)

d T (0 2P e
+ 2Py U o,4U10,, = ¢(0)20¢

Since ¢, # 0, the assumption A implies a contradiction.

If />1, denote g = [//2]. If none of the functions U g u:,j’q
(l+1—g <4 <1; j = 1,2,..,m) occur in P we obtain a contra-
diction in a completely analogous way to p. 106 of [5]. Thus some of
these functions must occur in P . Let either w,  or u, be the one
having the greatest ¢ and greatest j with this 7. First we can easily

deduce that then P must be of the form

l»-—r——h
’
bh Z W) 0,4 "1 Fl—di—i,0,¢ — W0, Wit1-n—, 0,q)
=
s—1 s—1—nh
’ ’

+ 2y D (g sy — %o,jq Uremiig) T A
=0 j=0

P o=

x> -~
1\ 11

where b, and a, are polynomialsin z such that b, = ¢4 0,
ay, # 0, and a polynomial A can be presented in the typical form

A = B+ Pyu
+ Pyy U, %

+P01u10q+'P20u7,0q

+P02u

qu

qu

We now use in (21) the solution {u} = {u}, wu,(r—1,m) = u,(r—1,n),

ﬁi,j,q = U, +ou_;, (G =r.,l1+1; j: 0,1,...,m). When
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we then integrate (21), differentiate the result with respect to ¢ and put
o = 0, we obtain an equation

l—r
g ’ 7
Z b, (u 0,0,¢ Yo i1—nr0,g = 0,0, Yip1—n—r0,q)
h=0
s—1
!’ £ ’

+ Z Wy, (o0 4 Uo s 3y — Mo,0,4 Uo s gq) + Protgo, + Py Uy, 0,4
h=0

P D . ‘ ’
+ 2Py U0, Uy 0, + Pra (o,0,4 Uy 0,4 + U0, Uro,q)

’ ’ .
+ 2Py uy g, %, = ¢'(0)2e.

Since r = /+1—g, we have » > [+1—7r. Thus the assumption A
02 =¢'(0) = 0, and it also follows from

implies that P, = P,
assumption A that P has the form
I4+1—r s—1

> < ; i,
] - Z thh—i_Zath—*_‘B’
h=0 h=0
in which we have denoted
I+ 1—r—h
S < ’ '
Py= 2 oW 00— %00%i1—i0,) -
=0
S—h
’ ’
Q// = z (u(),j,q u’r,s—»h Jj.q u(),'f,q ‘ur,x«- I —j,z]) :

7=0
By (21)
I+ 1—r I41—r I41—r

iy ’ — — '
Z (Z bh - (b_*_vq) bh) Ph - Z bh-fl Ph - Z bh u’I—H.—r»—h,O,q ur—-l,O,q
h=0 h=1 h=0
s—1 s—1 s—h
™ ’ - ~ ’
+ Z (2 ah - (b + 1"q) alz) Qh - Z a’h uO,j,q urﬂ-l,sv ~h—j, q
=0  j=0

h=0

+zB = (z+b)B.

Now zby, — (b + )by = 0. Thus it follows by the assumption A that
ra, — O+vya, = 0 (b = 0,..,s-1),

zb, — O+r)b, —b, =0 (b= 1,.,[+1-7).

In particular, zb; — (b+vq)’ by — ¢y’ = 0. If b+v, =0, then we
O

obtain the contradiction =z If b+w , > 0, then we have

by = @+t + ., g #£0, bty =i >0.

This gives

(i=b—w)e; — éi,bwqco = 0,
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which is again impossible. Thus the functions (19) and ¢ are algebraically
independent over C(z) .

11. In an entirely analogous way to steps B and C of [5] we can now
prove the algebraic independence over C(z) of the functions (19).
Uppy pgs Uiy, and €.

This implies that the functions w,(/41,m), u,((+1,m) (k = 1,2,...,n)
and €’ are algebraically independent over C(z). In this way we have
established the truth of Lemma 3.

It should be noted that if m = 0, then the assumption », =+ 1,2, ..

"
(k = 1,2,...,n) of Lemma 3 is unnecessary. Thus we have proved at the
same time the following lemma.

Lemma 4. Let us assume that v, , p, (k = 1,2,..,n) satisfy the

conditions of Theorem 1 and let y + 0 be a rational nwmber. Then the functions

u, 04(2), UpaR), € (@ = 0,105k =12 ..,n)

i

are algebraically independent over C(z) .

12, The functions u, ; ,(z), u;;,() (0 = 0,1,..,0; j = 0,1,..,m;
k= 1,2,..,n) and e are E-functions and satisfy, by (17), the following

system of differential equations:

Y "
, ’ o ’ _k o l_¢
(U ;0) = Upjps (u; ;) = <|~ - > N L

1 1
. ! 0
+ - ul,j~ 1,k - U4 N 4
U_g g = Uiy, = 0

’

(¢t =0,1,.,0; j=201..m; k=12.,n, y =y.

Thus Sidlovskii’s [3] general theorem on the algebraic independence of the
values of E-functions together with Lemmas 2 and 4 establishes the truth

v
of Theorem 1. Theorem 2 follows from Sidlovskil’s result and Lemma 3.
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