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Abstract. A homeomorphism f : X → Y between metric spaces is called quasisymmetric
if it satisfies the three-point condition of Tukia and Väisälä. It has been known since the 1960’s
that when X = Y = Rn (n ≥ 2), the class of quasisymmetric maps coincides with the class of
quasiconformal maps, i.e. those homeomorphisms f : Rn → Rn which quasipreserve the conformal
moduli of all families of curves. We prove that quasisymmetry implies quasiconformality in the
case that the metric spaces in question are locally compact and connected and have Hausdorff
dimension Q > 1 quantitatively. The main conceptual tool in the proof is a discrete version of the
conformal modulus due to Pansu.

1. Introduction

Let X and Y be metric spaces and let η : [0,∞) → [0,∞) be a homeomor-
phism. A homeomorphism f : X → Y is said to be η -quasisymmetric if

(1.1) |x− a| ≤ t|x− b| ⇒ |fx− fa| ≤ η(t)|fx− fb|

for every t > 0 and x, a, b ∈ X . We use the Polish notation |x − y| for the
distance function in any metric space. Quasisymmetric maps on the real line were
first introduced by Beurling and Ahlfors [BA], who characterized them as the
boundary values of quasiconformal self-maps of the upper half-plane. The general
definition is due to Tukia and Väisälä, who laid the foundation for a general study
of quasisymmetric maps in [TV].

For n ≥ 2, we say that a homeomorphism f : Rn → Rn is K -quasiconformal

(K ≥ 1) if

(1.2)
1

K
Modn Γ ≤ Modn f Γ ≤ KModn Γ

for every family Γ of curves in Rn . Here Modn Γ denotes the conformal modulus
of the curve family Γ (see Section 2). A fundamental property of Euclidean
n -space (n ≥ 2) is that the classes of quasiconformal and quasisymmetric maps
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coincide. Indeed, it suffices merely to require that (1.2) hold for those curve families
Γ = (E, F ) which consist of the curves joining a pair of disjoint, nondegenerate
continua E and F in Rn . (By a continuum we mean a compact, connected set.)

The standard proof that quasiconformal maps are quasisymmetric is geomet-
ric in nature. Key ingredients are a quantitative (positive) lower bound for the
conformal modulus of curve families of the type Γ = (E, F ) and an explicit cal-
culation of the modulus in the particular case of a spherical shell. The former
was known classically in dimension 2, while the corresponding result in higher
dimensions was established in a qualitative form in 1959 by Loewner [L] and in a
quantitative form in the 1960’s by Gehring [G1]. In [HK3], Heinonen and Koskela
define a Loewner space to be a metric measure space where a similar positive lower
bound holds for the conformal modulus. The same argument as in the case of Eu-
clidean space then shows that quasiconformal maps between Ahlfors Q -regular
metric measure spaces (Q > 1) are quasisymmetric, provided that the source is
a Loewner space and the target satisfies a (necessary) quantitative connectivity
condition. (Note that the use of the term “quasiconformal” in [HK1]–[HK3] differs
from its use in this paper.)

Recall that we call a metric space X endowed with a Borel measure µ an
Ahlfors regular space of dimension Q (for short, a Q-regular space) if there exists
a constant C0 ≥ 1 so that

(1.3) C−1
0 rQ ≤ µ(Br) ≤ C0r

Q

for every ball Br in X with radius r < diamX . It is easy to see that if a locally
compact metric space X satisfies (1.3) for some Borel measure µ then in fact it
satisfies it for Hausdorff Q -measure HQ (possibly with a different constant C0 )
and any measure satisfying (1.3) is comparable to HQ . For this reason, we will
often say that a metric space X is Q -regular without specifying the measure in
question. Q -regularity of a metric space X can be regarded as a quantitative
and scale-invariant version of the qualitative statement that X has Hausdorff
dimension Q .

The classical proof of the converse implication (quasisymmetry implies quasi-
conformality) relies on more specialized properties of Euclidean space. The original
proof, due to Gehring [G2], uses nontrivial analytic properties of these maps—
absolute continuity on lines (ACL) and absolute continuity in measure—to per-
form change of variables in the integrals defining the conformal modulus. In [HK3],
the authors prove that the same result holds in locally compact Q -regular spaces
(Q > 1), provided the source satisfies an inequality of Poincaré type similar to
(but weaker than) that which holds in Euclidean space. Their proof, however,
is still a variant of the classical one. Indeed, they show that in this situation
quasisymmetric maps are absolutely continuous in measure and absolutely contin-
uous on almost every curve (in the sense of the conformal modulus), from which
quasiconformality follows via the same analytic change of variables argument.

Our principal result is the following theorem.
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1.4. Theorem. Let X and Y be locally compact, connected, Q -regular

metric spaces (Q > 1) and let f : X → Y be an η -quasisymmetric homeomor-

phism. There exists a constant C depending only on η , Q and the regularity

constants of X and Y so that

(1.5)
1

C
ModQ Γ ≤ ModQ f Γ ≤ C ModQ Γ

for all curve families Γ in X .

The proof of Theorem 1.4 avoids the analytic machinery of [HK3]. We use
instead a discrete version of the conformal modulus due to Pansu [P1], [P2] which
is “intrinsically quasisymmetrically invariant”. Propositions 4.5 and 4.7 establish
relations between Pansu’s modulus and the classical modulus in locally compact
and connected Q -regular spaces.

Note that we do not require a priori that the metric spaces X and Y admit
any rectifiable curves. We deduce that if X admits enough rectifiable curves so
that ModQ Γ > 0 for some curve family Γ in X , then ModQ f Γ > 0 and hence
Y also admits some rectifiable curves. The following corollary to Theorem 1.4
expresses this in quantitative terms (see Section 2 for definitions). It answers in
the affirmative a conjecture of Heinonen and Koskela [HK3, Section 8.7].

1.6. Corollary. Let X and Y be locally compact Q -regular metric spaces

(Q > 1). If f : X → Y is quasisymmetric and X is a Loewner space, then Y is

also a Loewner space.

Theorem 1.4 can also be used to address the problem of classifying spaces up
to quasisymmetric equivalence. Corollary 1.7 provides a result along these lines.

1.7. Corollary. Let X be a locally compact and connected Q -regular metric

space which admits a curve family Γ in X with ModQ Γ > 0 and let Y be a locally

compact and connected Q′ -regular metric space with Q > Q′ ≥ 1 . Then there

does not exist a quasisymmetric homeomorphism mapping X onto Y .

It is an open question whether a quasisymmetric map between locally compact
and Q -regular spaces satisfies either of the analytic properties described above
(absolute continuity in measure and absolute continuity along ModQ -almost every
curve), even if the spaces in question are assumed to be Loewner. Combining
Proposition 4.5 with [P1, Lemma 4.6] leads to the following corollary.

1.8. Corollary. Let (X, µ) and (Y, ν) be locally compact and connected

Q -regular metric measure spaces and let f : (X, µ) → (Y, ν) be a quasisymmetric

homeomorphism which is absolutely continuous. Then f is absolutely continuous

along ModQ -almost every curve γ in X .

Recall that f is said to be absolutely continuous along γ if f |γ is absolutely
continuous as a map from the measure space (γ,H1) to (fγ,H1) . Here H1

denotes the Hausdorff 1-dimensional measures on γ and fγ .
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1.9. Remark. The proof of Theorem 1.4 will show that in fact it would
suffice to assume only that there exists a constant δ0 > 0 so that X and Y
satisfy (1.3) for all balls Br in X with radius r < δ0 . In this case, the constant
C which appears in (1.5) does not depend on δ0 .

Outline. In Section 2, we review the classical theory of the conformal mod-
ulus and describe in more detail some of the results cited above, particularly the
corollaries. Section 3 is devoted mainly to definitions. We introduce the gener-
alized modulus of Pansu and show that it is quasisymmetrically invariant (in a
suitable sense). Section 4 is devoted to the proof of the main theorem.

Acknowledgement. I wish to thank my advisor, Juha Heinonen, for in-
troducing me to this subject and for his numerous helpful comments regarding
my work. I also wish to acknowledge Seppo Rickman, Eero Saksman and Mario
Bonk for an informative discussion on the topics of this paper. I am particularly
grateful to Mario Bonk for the ideas of Section 3.14, which led to a proof of the
main theorem in its current form.

2. Conformal modulus in metric spaces

2.1. Notation and standing assumptions. In an arbitrary metric space
X , we will denote the open ball about x of radius r by B(x, r) and the closed
ball by B(x, r). We use the notation CB to denote the dilated ball B(x, Cr) .
Recall that the center and radius of a ball in an arbitrary metric space need not
be unique.

The diameter of a set E ⊂ X is the quantity diamE = supx,y∈E |x − y|
and the distance between A,B ⊂ X is dist(A,B) = infx∈A, y∈B |x − y| . The
ε-neighborhood of a set E ⊂ X is the open set NεE =

⋃
x∈E B(x, ε) .

All measures in this paper will be assumed to be Borel regular and to assign
finite measure to each bounded set.

2.2. Definitions. A curve γ is a continuous mapping of an interval I ⊂ R
into X . When I0 is a subinterval of I , we will write γ0 = γ|I0 . If the mapping is
one-to-one, we call γ an arc. (To avoid certain technical problems, we will always
exclude the case when the mapping γ is constant.)

For closed intervals I = [a, b] , we define the length of γ to be

(2.3) length(γ) = sup
π

m∑

k=1

|γ(tk) − γ(tk−1)|,

the supremum being taken over all partitions π = {a = t0 < t1 < · · · < tm = b} of
I . In general, we set length(γ) to be the supremum of the values length(γ0) over
all closed subintervals I0 ⊂ I . We call the curve γ rectifiable if length(γ) < ∞ .
An arbitrary curve γ: I → X is called locally rectifiable if its restriction to every
closed subinterval I0 ⊂ I is rectifiable.
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Every rectifiable curve γ: [a, b] → X with length(γ) = L admits a (unique)
reparametrization by arc length γ̃: [0, L] → X . This reparametrization is charac-
terized by the relation

length(γ̃|[s,t]) = t− s

for all 0 ≤ s < t ≤ L .

If ̺: X → R is a Borel function and γ is a rectifiable curve with compact
parametrizing interval, we define the line integral of ̺ along γ to be

∫

γ

̺ ds =

∫ L

0

̺
(
γ̃(t)

)
dt

where γ̃ is the arc length reparametrization of γ . When ̺ is continuous, this
equals

(2.4) lim
‖π‖→0

m∑

k=1

̺
(
γ̃(tk)

)
· |γ̃(tk) − γ̃(tk−1)|,

where the limit is taken over partitions π = {0 = t0 < t1 < · · · < tm = L} of I
such that the mesh ‖π‖ = max{tk − tk−1 : k = 1, 2, . . . , m} tends to zero.

For an arbitrary locally rectifiable curve γ: I → X , we define
∫

γ
̺ ds to be

the supremum of the values of
∫

γ0

̺ ds over all closed subintervals I0 ⊂ I for which
γ0 is rectifiable. We do not define line integrals over curves which are not locally
rectifiable.

2.5. Modulus of a curve family. Let (X, µ) be a metric measure space
and let Γ be a family of (nonconstant) curves in X . We say that a Borel function
̺: X → [0,∞] is admissible for Γ if

(2.6)

∫

γ

̺ ds ≥ 1

for all locally rectifiable curves γ in Γ.

Let p > 0. The p-modulus of Γ is defined as

(2.7) Modp Γ = inf

∫

X

̺p dµ,

the infimum being taken over all nonnegative functions ̺ which are admissible
for Γ. Note in particular that the modulus of the collection of all non-locally
rectifiable curves is zero.
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2.8. Remarks. (1) When the metric space X is Ahlfors regular of dimension
Q , we call the Q -modulus the conformal modulus. The term arises because the
n -modulus is a conformal invariant in the n -regular space Rn . We will also use
the term classical modulus to distinguish it from the generalized modulus defined
in Section 3.20.

(2) For any p > 0, Modp is an outer measure on the collection of all curve
families in X , that is

Modp ∅ = 0;(2.9)

Modp Γ1 ≤ Modp Γ2 if Γ1 ⊂ Γ2;(2.10)

Modp

⋃
i

Γi ≤
∑

i

Modp Γi.(2.11)

It is thus reasonable to say that a property holds for Modp -almost every curve if
it holds for every curve except for a collection Γ with Modp Γ = 0.

(3) A detailed discussion of the modulus in Rn (including proofs of the pre-
ceding results) can be found in [V]; for a treatment of the theory in a more abstract
setting see [HK3, Section 2]. We mention one elementary result which does not
appear in either of these references. Using the uniform convexity of the Banach
space Lp(X, µ) (1 < p < ∞), Ziemer [Z] has shown that the modulus is well-
behaved with respect to increasing unions of curve families. Specifically, he has
shown that

(2.12) Modp

(
∞⋃

n=1
Γn

)
= lim

n→∞
Modp Γn

whenever Γ1 ⊂ Γ2 ⊂ · · · is an increasing sequence of curve families and p > 1.
This result will be used in the proof of Proposition 4.5.

(4) The choice of Borel functions in the definition of admissibility for a curve
family is necessary for a satisfactory theory. For example, with the above defi-
nition, the n -modulus of the family of all nonconstant curves in Rn which pass
through a fixed point is zero. This is not the case, however, if we restrict our
admissible functions to be continuous. If X is locally compact we may require
that our admissible functions be lower semicontinuous by the Vitali–Carathéodory
theorem: any function f ∈ Lp(X, µ) (p ≥ 1) may be approximated in Lp(X, µ)
by a lower semicontinuous function g with g ≥ f [R, Theorem 2.25].

(5) The conformal modulus is a useful tool only when the metric space in
question supports locally rectifiable curves. However, there are important exam-
ples where this is not the case. As an example, we may begin with a metric
space (X, d) and perturb the metric to get the snowflaked metric space (X, dε)
(0 < ε < 1). The resulting metric space never admits rectifiable curves. One ad-
vantage of Pansu’s definition of the generalized modulus which we will consider in
Section 3 is that it makes no distinction between locally rectifiable and non-locally
rectifiable curves. See Remark 4.10(2).
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2.13. Loewner spaces and Poincaré inequalities. Let E and F be
continua in Rn (n ≥ 2) and let (E, F ) denote the collection of curves joining
E to F . A fundamental property of the conformal modulus Modn(E, F ) is that
it is positive if and only if the continua E and F are nondegenerate, i.e. do
not reduce to a point. In fact, a quantitative and scale-invariant version of this
statement holds: the conformal modulus Modn(E, F ) is bounded below by a
positive constant which depends only on the relative separation

(2.14) ∆(E, F ) =
dist(E, F )

min{diamE, diamF}
.

Loewner [L] used a qualitative version of this result to establish the quasiconfor-
mal inequivalence of Rn with any proper subset. The quantitative form appears
in [G1]. The importance of this feature of the conformal modulus in Euclidean
space motivated the definition of a Loewner space in [HK3].

2.15. Definition. We call a connected metric measure space (X, µ) a
Loewner space if the modulus ModQ(E, F ) between two nondegenerate continua
E and F admits a positive lower bound depending only on ∆(E, F ) .

The class of regular Loewner spaces is known to be quite large. Particular
examples include the so-called Carnot groups as well as the strong A∞ geometries

of David and Semmes [DS], [S]. Philosophically, such spaces may be viewed as
admitting a “large number” of “relatively short” rectifiable curves joining any
two pieces of X . Indeed, Loewner spaces satisfy several quantitative connectivity
conditions which we will not discuss here.

We now define inequalities of Poincaré type in arbitrary metric spaces, which
are closely related to the Loewner condition.

2.16. Definition. Let p ≥ 1. We say that a metric measure space (X, µ)
supports a (1, p)-Poincaré inequality if there exist constants C,C0 ≥ 1 so that

(2.17)

∫
−
B

|u− uB | dµ ≤ C(diamB)

( ∫
−
C0B

̺p dµ

)1/p

for every pair of real-valued functions (u, ̺) on X (where u is continuous and ̺
is Borel) satisfying

(2.18)
∣∣u

(
γ(a)

)
− u

(
γ(b)

)∣∣ ≤
∫

γ

̺ ds

for every rectifiable curve γ: [a, b] → X . Here we use the (relatively standard)
notation vA =

∫
−

A
v dµ = µ(A)−1

∫
A
v dµ for subsets A of X .
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2.19. Remarks. (1) If X = Rn and u is a Lipschitz function, then u is
differentiable a.e. by the theorem of Rademacher–Stepanov and the gradient ∇u
may be appropriately redefined a.e. so that the pair (u, |∇u|) satisfies (2.18). In
this situation, a (1, 1)-Poincaré inequality holds.

(2) By Hölder’s inequality, condition (2.17) becomes weaker as p increases,
i.e. if X supports a (1, p)-Poincaré inequality, then it satisfies a (1, q)-Poincaré
inequality for every q > p . The converse need not hold; for each value 1 < p ≤ n ,
Koskela [K] has given an example of an n -regular domain in Rn supporting a
(1, p)-Poincaré inequality which does not support a (1, q)-Poincaré inequality for
any q < p .

(3) Under suitable (weak) topological conditions, a Q -regular space X is
Loewner if and only if it supports a (1, Q)-Poincaré inequality [HK3, Corol-
lary 5.12].

(4) We describe the manner in which inequalities of this type transform under
quasisymmetric mappings. Let X and Y be locally compact Q -regular spaces
and let f : X → Y be a quasisymmetric map. Assume that X supports a (1, p)-
Poincaré inequality for some p ≥ 1.

– When X = Rn and p = 1, Y also supports a (1, 1)-Poincaré inequal-
ity [DS].

– For arbitrary X and p < Q , there exists q ∈ [p,Q) so that Y supports a
(1, q)-Poincaré inequality [KM, Theorem 2.1].

– When p > Q , there exist examples where Y supports no Poincaré inequality
of this type [KM, Section 3].

The borderline case p = Q is particularly interesting. The proof in [KM, Theo-
rem 2.1] applies also to this situation (with q = Q) provided that the map f is
absolutely continuous in measure and induces an A∞ -weight on X (in the sense of
Muckenhoupt). However, this additional caveat is unnecessary. Indeed, combining
Corollary 1.6 with the previous remark yields

– When p = Q and X and Y satisfy the topological conditions of remark
(3), Y also supports a (1, Q)-inequality.

The relative separation (2.14) is controlled by quasisymmetric maps; if f : X → Y
satisfies (1.1) and E and F are disjoint continua in X , then

∆(fE, fF ) ≤ η
(
2∆(E, F )

)
.

Thus Corollary 1.6 follows directly from Theorem 1.4.

2.20. Further remarks. Finally, let us discuss the proof of Corollary 1.7.
Given metric spaces X and Y satisfying the hypotheses of that corollary, con-
sider the snowflaked metric space Y ′ = (Y, dε) where ε = Q′/Q < 1 (see Re-
mark 2.8(5)). The identity map id: Y → Y ′ is quasisymmetric and Y ′ is Ahlfors
regular of dimension Q′/ε = Q . If a quasisymmetric map f : X → Y existed,



Quasiconformality and quasisymmetry in metric measure spaces 533

then h = id ◦ f would be a quasisymmetric map of X onto Y ′ . By Theorem 1.4,
ModQ hΓ would be positive. But this contradicts the fact that Y ′ admits no
rectifiable curves.

3. Pansu’s generalized modulus

This section introduces the basic concepts needed for the proof of Theorem 1.4.
Much of the theory in this section is drawn from [P1], [P2], although some new
theory is developed. We begin by defining the notion of a “ring” in a metric space
and giving an alternative characterization of quasisymmetry in terms of rings. We
next discuss a construction of measures due to Carathéodory which generalizes the
concept of Hausdorff measure and a similar construction which corresponds to the
concept of line integrals. This leads naturally to our treatment of the generalized
modulus. We describe two versions of this concept, both the original definition
due to Pansu and a new definition. Finally, we prove a fundamental property of
these generalized moduli (quasisymmetric invariance) in arbitrary metric spaces.

We begin with an easy lemma.

3.1. Lemma. Let f : X → Y be an η -quasisymmetric homeomorphism of

metric spaces. If A, Ã ⊂ X satisfy

(3.2) B ⊂ A ⊂ Ã ⊂ lB,

for some ball B = B(x, r) in X and some l ≥ 1 , then there exists a ball B′ =
B′(fx,m) in Y so that

(3.3) B′ ⊂ fA ⊂ fÃ ⊂ η(l)B′.

Proof. Assume we have data B,A, Ã, l satisfying (3.2). If B = X , then X
is bounded and hence Y is also. In this case Y = B′ for some ball B′ and the
proof is done.

If B is a proper subset of X , define

M = sup
y∈lB

|fy − fx|, m = inf
z∈X\B

|fz − fx|.

Then M ≤ η(l)m and B′ = B′(fx,m) satisfies (3.3).

Note that the conclusion of Lemma 3.1 involves the metrics on X and Y only
through pairs of subsets which satisfy conditions of the form (3.2) or (3.3). This
motivates the following definition.

3.4. Definition. Let l ≥ 1 and let A and Ã be subsets of X satisfying
A ⊂ Ã . We call the pair (A, Ã) an l -ring if there exists a ball B so that (3.2)
holds. (If the choice of l does not matter, we merely call (A, Ã) a ring.) If the
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ball B = B(x, r) we call x a center and r a radius of (A, Ã) . (Again, these need
not be unique.)

We let Rl(X, x) denote the collection of all l -rings in X centered at x ,
Rl(X) denote the collection of all l -rings in X and R(X) denote the collection
of all rings in X . Any homeomorphism f : X → Y which maps bounded sets to
bounded sets induces an obvious map from R(X) to R(Y ) which we also denote
by f .

We can characterize quasisymmetric maps as follows:

3.5. Proposition. Let f : X → Y be a homeomorphism of metric spaces.

The following are quantitatively equivalent:

(1) f is η -quasisymmetric;
(2) there exists an increasing homeomorphism η1: [1,∞) → [H,∞) satisfying

η1(t) ≥ t for all t ≥ 1 so that

(3.6) f : Rl(X, x) → Rη1(l)(Y, fx) for all x ∈ X

and

(3.7) f−1: Rl(Y, y) → Rη1(l)(X, f
−1y) for all y ∈ Y.

Proof. (1) ⇒ (2) By [TV, Theorem 2.2], f−1 is η′ -quasisymmetric with
η′(t) = 1/η−1(1/t) . The result follows from Lemma 3.1 with

η1(t) = max{η(t), η′(t), t}.

(2) ⇒ (1) Define

η2(t) =






η1(t), for t ≥ 1;
H, for 1/H ≤ t < 1;
1/η−1

1 (1/t), for t < 1/H,

and choose a homeomorphism η: [0,∞) → [0,∞) such that η ≥ η2 .
For x, a, b ∈ X set t = |x − a|/|x− b| and t′ = |fx− fa|/|fx− fb| . It will

suffice to show that t′ ≤ η2(t) . We deduce this from the following four results:

(i) t ≥ 1 ⇒ t′ ≤ η1(t) .
(ii) t < 1 ⇒ t′ ≤ H .
(iii) t′ > 1 ⇒ t ≥ 1/H .
(iv) t′ ≤ 1 ⇒ 1/t ≤ η1(1/t

′) .

(i) Define A = B(x, |b− x|) and Ã = B(x, |a− x|). Then a ∈ Ã and b /∈ A
(recall that balls are open). By hypothesis, there exists B′ = B′(fx,m) so that
B′ ⊂ fA ⊂ fÃ ⊂ η1(t)B′ . Since fa ∈ η1(t)B′ and fb /∈ B′ , we conclude that
|fx− fa| ≤ η1(t)m ≤ η1(t)|fx− fb| .
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(ii) In this case, consider the ball B = B(x, |b− x|) . We have a ∈ B (since
t < 1) and b /∈ B . By hypothesis, there exists B′ = B′(fx,m) so that B′ ⊂ fB ⊂
HB′ . Then fa ∈ HB′ and fb /∈ B′ and we conclude that |fx − fa| ≤ Hm ≤
H|fx− fb| .

(iii) and (iv) follow by applying (ii) and (i) (respectively) with the triples
x, a, b and fx, fa, fb replaced by fx, fb, fa and x, b, a .

3.8. Remarks. (1) In [P1], [P2], Pansu studies homeomorphisms f which
satisfy condition (2) locally, i.e. for which there exists δ1 > 0 and η1 as above so
that

f : R
δ1

l (X, x) → Rη1(l)(Y, fx)

for all x ∈ X and vice versa, where Rδ
l (X, x) denotes the collection of l -rings

(A, Ã) in X centered at x with diam Ã < δ . A straightforward modification
of the proof of Proposition 3.5 establishes that this definition is quantitatively
equivalent to the requirement that f be uniformly locally η -quasisymmetric, i.e.
that there exist δ > 0 so that f is η -quasisymmetric on every open set U ⊂ X
with diamU ≤ δ . See [P2, Remark 4.2].

(2) If (A, Ã) is an l -ring for which A = Ã , we call A an l -round set. We
define the classes Bl(X, x) , Bl(X) and B(X) for round sets as we did for rings
in Definition 3.4. These are the classes of sets which we will use to define the
generalized modulus in Section 3.20.

We state (without proof) a variation of a standard covering lemma expressed
in the language of the classes Bk(X) (k ≥ 1). See [Fe, Section 2.8] or [M,
Section 2.1] for a proof when k = 1.

3.9. Lemma. Let X be a metric space and let {Ai} ⊂ Bk(X) . There

exists a subcollection {Aj} consisting of disjoint sets and to each set Aj in the

subcollection there corresponds a ball Bj so that (Aj, Bj) ∈ R5k(X) and

(3.10)
⋃
i
Ai ⊂

⋃
j
Bj .

In this paper, we will be interested in set functions ϕ: B(X) → [0,∞] . For a
completely arbitrary function of this type, the utility of the covering Lemma 3.9
is not clear. Indeed, the values of ϕ on the expanded sets Bj may be completely
unrelated to its values on the original sets Aj . This is potentially troublesome
since it will be important for us to allow for complete generality in our choice of ϕ .

We address this issue by defining a new set function derived from ϕ . For
l ≥ 1, define ϕ̃l: Bl(X) → [0,∞] by

(3.11) ϕ̃l(A) = supϕ(Ã),

where the supremum is taken over all Ã ∈ Bl(X) such that (A, Ã) ∈ Rl(X) .
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Note that ϕ̃l(A) is not defined for arbitrary round sets A but merely for the
l -round sets.

The construction in (3.11) will allow us to use the covering Lemma 3.9 in
conjunction with ϕ ; after passing to the subcover {Bj} we will compensate by
using the derived set function ϕ̃5k in place of ϕ .

3.12. A construction of measures (after Carathéodory). Let X be a
metric space and let F be a family of subsets of X . For δ > 0, define

F
δ = {A ∈ F : diamA < δ}.

We make the technical assumption in what follows that F δ covers X for each
δ > 0. (We will only use this notion with the choice F = Bk(X) for some k ≥ 1
in which case this condition is satisfied.)

We would like to associate to an arbitrary function ψ: F → [0,∞] an outer
measure on X which retains some properties of ψ . The following construction,
due to Hausdorff [H], generalizes the linear measures of Carathéodory [C].

For S ⊂ X , set
Ψ(S) = lim

δ→0
Ψδ(S)

where
Ψδ(S) = inf

∑

i

ψ(Ai),

the infimum being taken over all countable covers {Ai} ⊂ F δ of S .

3.13. Remarks. (1) For any choice of F and ψ , the set function Ψ is
a Borel outer measure on X [Fe, Section 2.10.1]. We call Ψ the Carathéodory

measure associated with ψ .
(2) The choice ψ(A) = (diamA)α (α > 0) for A in F = B1(X) yields

the Hausdorff measure Hα on X . (Actually, this measure is called spherical
Hausdorff measure in the literature, while the term Hausdorff measure is used
when F is the collection of all subsets of X . However, these two measures are
always comparable, and thus—at least for this paper—indistinguishable.)

(3) Carathéodory’s construction respects scalar multiplication, i.e. the mea-
sure associated to the set function a · ψ (a ≥ 0) is a · Ψ. Also ψ1 ≤ ψ2 implies
Ψ1 ≤ Ψ2 . However, it is not clear that the construction respects addition, i.e. that
the measure Ψ associated to the set function ψ = ψ1+ψ2 is related to Ψ1 and Ψ2 .
For this reason, it is unclear if the generalized modulus defined below is an outer
measure on the collection of all families of subsets of X , cf. Remark 3.23(2).

3.14. A Carathéodory-type construction for line integrals. In our
proof of the main theorem in Section 4, certain measures Ψ of the type con-
structed in the previous section will be naturally associated to the volume inte-
grals

∫
X
̺Q dµ of (2.7). However, the corresponding line integrals

∫
γ
̺ ds will not
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correspond in the same way to measures of this type. Indeed, it is clear that the
measures described in 3.12 compute only the size of the image set γ(I) and are un-
related to the actual parametrizing map γ: I → X . In order to model these line
integrals, we will introduce new “Carathéodory-type” constructions which com-
pute quantities analogous to the length of the curve. These constructions make
use of the notion of a parametrized cover of a curve1 .

We begin with the definition for curves for which the parametrizing interval
is compact. Let γ: I → X be such a curve and let F be a collection of subsets
of X as in Section 3.12. Consider a collection {(Iλ, Aλ)} indexed by λ in some
countable indexing set Λ, where Iλ ⊂ I is an interval and Aλ ∈ F . (We allow
here the possibility of repetitions, that is, a given set A ∈ B(X) may appear as
Aλ for several different values of λ ∈ Λ.) We call such a collection a parametrized

(or indexed) cover of γ if I =
⋃

λ Iλ and γ(Iλ) ⊂ Aλ for all λ ∈ Λ.
Given a function ψ: F → [0,∞] , we define the ψ -length of γ as follows:

(3.15) Ψ-length(γ) = lim
δ→0

Ψ-lengthδ(γ)

where
Ψ-lengthδ(γ) = inf

∑

λ

ψ(Aλ),

the infimum being taken over all parametrized covers {Aλ} of γ drawn from F δ .
For general curves γ: I → X (when I is not necessarily compact), we set

(3.16) Ψ-length(γ) = sup
I0

Ψ-length(γ0)

where the supremum is taken over all compact subintervals I0 ⊂ I .

3.17. Remarks. (1) Definition (3.15) makes sense for all curves (regardless
of whether the parametrizing interval is compact or not) and one may ask if the
two definitions (3.15) and (3.16) agree in general. Although this seems plausible,
we have been unable to give a proof for completely general choices of the set
function ψ . The choice of (3.16) as the definition of the ψ -length of a curve with
noncompact parametrizing interval is necessary for the proof of Proposition 3.24.

(2) The quantity Ψ-length(γ) does not depend on the actual choice of param-
etrization of the curve. Indeed, if γ′: I ′ → X is a reparametrization of γ , we can
always find corresponding intervals {I ′λ} for which I ′ =

⋃
λ I

′
λ and γ(Iλ) = γ′(I ′λ) .

For this reason, when the curve γ is in fact rectifiable, we will always assume it is
parametrized by arc length.

(3) For γ: I → X , we always have the inequality Ψ-length(γ) ≥ Ψ
(
γ(I)

)
,

generalizing the fact that length(γ) ≥ H1

(
γ(I)

)
. This is immediate since any

parametrized cover is (in particular) a cover of the image set.

The following lemma provides additional evidence for the claim that the ψ -
length of a curve γ generalizes the classical notion of a line integral along γ .

1 The author wishes to express his thanks to Mario Bonk for this definition.
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3.18. Lemma. Let γ: I → X be a curve and let F = Bk(X) for any k ≥ 1 .

Let ψ(A) = diamA . Then Ψ-length(γ) = length(γ) .

Proof. It suffices to prove the result in the case that the parametrizing interval
I = [a, b] is compact.

We prove first that Ψ-length(γ) ≤ length(γ) . If γ is not rectifiable there
is nothing to prove. If γ is rectifiable and L = length(γ) , then (without loss
of generality) we may assume that γ: [0, L] → X is parametrized by arc length.
Let N be large and set δ = L/N . For each n = 1, 2, . . . , N , let Jn be the
interval [(n − 1)δ, nδ] , let tn be the midpoint of Jn and let An be the closed

ball B
(
γ(tn), δ/2

)
. Then {(Jn, An) : n = 1, 2, . . . , N} is a parametrized cover of

γ: [0, L] → X in Bδ
k(X) and hence

Ψ-lengthδ(γ) ≤
N∑

n=1

diamAn ≤ Nδ = L.

Letting δ → 0, we deduce Ψ-length(γ) ≤ L .
Conversely, we show that length(γ) ≤ Ψ-length(γ) . Choose a partition

π = {a = t0 < t1 < · · · < tm = b}

of I . By removing terms if necessary, we may assume that γ(tk) 6= γ(tk−1)
for all k . Let δ0 denote the minimum of the quantities |γ(tk) − γ(tk−1)| for
1 ≤ k ≤ m . If δ < δ0 and {(Jλ, Aλ)} is an arbitrary parametrized cover of γ
with the sets Aλ drawn from Bδ

k(X) , then any one of the intervals Jλ contains
at most one of the tk . Using the triangle inequality, we may estimate

(3.19)

m∑

k=1

|γ(tk) − γ(tk−1)| ≤
∑

λ

diamAλ + (m+ 1)δ

where the second term on the right hand side is necessary to account for the sets
covering each of the points t0, t1, . . . , tm (note that at these points, we may have to
allow a given Aλ to be counted twice on the right hand side of (3.19)). Therefore

m∑

k=1

|γ(tk) − γ(tk−1)| ≤ Ψ-lengthδ(γ) + (m+ 1)δ.

Letting δ → 0 and taking the supremum over partitions π finishes the proof.

3.20. Pansu’s generalized modulus. In [P1], [P2], Pansu introduces
a generalized version of the modulus which is naturally adapted to the study
of quasisymmetric mappings. We give his original definition as well as a new
definition suited to our needs.
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First, some notation. Let ϕ: B(X) → [0,∞] and let p > 0, l ≥ k ≥ 1. Since
Bk(X) ⊂ Bl(X) , the value of ϕ̃l(A) is well-defined for A ∈ Bk(X) (recall the
remarks following (3.11)). We will denote the Carathéodory measure associated
with the set function ϕp and F = Bk(X) by Φp,k and the corresponding measure

associated with the set function ϕ̃l
p and F = Bk(X) by Φ̃p,k,l . We will also

denote the ϕ-length of a curve γ measured with respect to the family F = Bk(X)
by Φ-lengthk(γ) .

Let Γ be a collection of subsets of a metric space X and let m ≥ 1 and
l ≥ k ≥ 1. The generalized p-modulus of Γ (with parameters k, l,m) is the value

(3.21) modp,k,l,m Γ = inf Φ̃p,k,l(X),

where the infimum is taken over all set functions ϕ: B(X) → [0,∞] for which
Φ1,m(γ) ≥ 1 for all γ ∈ Γ.

When Γ consists of a family of curves, we will write modp,k,l,m Γ for the
generalized modulus of the collection of images {γ(I) : γ ∈ Γ, γ: I → X} . In this
case we also define the modified generalized p-modulus of Γ to be

(3.22) mod∗
p,k,l,m Γ = inf Φ̃p,k,l(X),

where the infimum is now taken over all set functions ϕ: B(X) → [0,∞] for which
Φ-lengthm(γ) ≥ 1 for all γ ∈ Γ.

3.23. Remarks. (1) The number of parameters involved in these definitions
may seem daunting at first sight. Let us discuss the dependence of the generalized
modulus on these various parameters.

The parameters k and m describe the amount of freedom we allow in mea-
suring both the curves in Γ and the total space X . Their role in most applications
is minor. It is easy to verify that (all other parameters being held constant), the
value of modp,k,l,m Γ (or mod∗

p,k,l,m Γ) decreases as k increases but increases as
m increases.

The introduction of the parameter l is necessary (as mentioned before) in
order to apply Lemma 3.9. Again, it is easy to see that both of the generalized
moduli increase as l increases.

(2) For fixed values of p, k, l,m , the generalized moduli satisfy the analogues
of (2.9) and (2.10). However, as mentioned in Remark 3.13(3), the operation
ϕ 7→ Φ is not necessarily subadditive and hence we do not know if (2.11) holds
and hence if the generalized modulus modp,k,l,m Γ (respectively mod∗

p,k,l,m Γ) is
an outer measure on the collection of all subsets (respectively curve families) of X .
Nevertheless, we still define a notion of generalized modulus zero. We say that a
property holds for modp -almost every set (respectively mod∗

p -almost every curve)
if the family Γ of exceptions may be written as a countable union Γ =

⋃
n Γn ,

where modp,k,l,m Γn (respectively mod∗
p,k,l,m Γn ) is zero for some k ≥ 1 and all

l ≥ k , m ≥ 1, and n ∈ N .
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We next establish that both definitions of the generalized modulus are (in a
certain sense) quasisymmetrically invariant. Equation (3.26) has been shown by
Pansu [P2, Proposition 2.6]; the proof is similar to our proof of (3.25).

3.24. Theorem. Let f : X → Y be an η -quasisymmetric homeomorphism

between metric spaces. There exists a homeomorphism η1: [1,∞) → [H,∞) which

depends only on η with the following properties: η1(t) ≥ t for all t ≥ 1 and, for

all triples k, l,m ≥ 1 satisfying l ≥ η1(k) , we have

(3.25) mod∗
p,η1(k),l,m f Γ ≤ mod∗

p,k,η1(l),η1(m) Γ

for all curve families Γ in X and

(3.26) modp,η1(k),l,m f Γ ≤ modp,k,η1(l),η1(m) Γ.

for all families Γ of subsets of X .

Proof. We will give a proof of (3.25). Choose η1 depending on η as in
Proposition 3.5. Let ϕ: B(X) → [0,∞] satisfy Φ-lengthη1(m)(γ) ≥ 1 for all
γ ∈ Γ. Define ψ: B(Y ) → [0,∞] by

ψ(A′) = ϕ(f−1A′).

We claim that

(i) Ψ̃p,η1(k),l(fE) ≤ Φ̃p,k,η1(l)(E) for each Borel set E ⊂ X , and
(ii) Φ-lengthη1(m)(γ) ≤ Ψ-lengthm(fγ) for any curve γ: I → X .

We first establish (i). Note that

ψ̃l(A) ≤ ϕ̃η1(l)(f
−1A)

for any A ∈ Bl(Y ) by (3.7). Since Ψ̃p,k,l is a Borel measure, we may reduce to the
case when E is bounded by writing E as an increasing union of bounded subsets.
Choose a point x0 ∈ E and let U = B(x0, 2 diamE) . By [TV, Theorem 2.5], the
image fU is also bounded and for any S ⊂ U ,

(3.27)
diam fS

diam fU
≤ η

(
2 diamS

diamU

)
.

Let δ > 0 and let {Ai} be a cover of E drawn from Bδ
k(X) each of whose sets

meets E . Since dist(X \U,E) > 0, by taking δ sufficiently small, we may arrange
that Ai ⊂ U . In this case the sets fAi are contained in fU and (3.6) and (3.27)
imply that they are also elements of Bδ′

η1(k)(Y ) , where

δ′ = η(2δ/ diamU) · diam fU.
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Note that δ′ tends to zero as δ does. We conclude that

Ψ̃δ′

p,η1(k),l(fE) ≤
∑

i

ψ̃l(fAi)
p ≤

∑

i

ϕ̃η1(l)(Ai)
p

and (i) follows upon taking the infimum over all such covers and the limit as δ → 0.
The same argument establishes (ii) when we reverse the roles of X and Y .

Note that the definition (3.16) allows us to reduce to the case when the parametriz-
ing interval I is compact (and hence the set E′ = f(γ(I)) ⊂ Y is bounded). It
suffices to note that if {(Iλ, A

′
λ)} is a parametrized cover of f ◦ γ: I → Y and we

define Aλ = f−1A′
λ , then {(Iλ, Aλ)} is a parametrized cover of γ: I → X . The

rest of the proof is the same.

To complete the proof, we note that (ii) implies Ψ-lengthm(γ) ≥ 1 for each
γ ∈ Γ and so (using (i) with E = X )

mod∗
p,η1(k),l,m f Γ ≤Ψ̃p,η1(k),l(Y ) ≤ Φ̃p,k,η1(l)(X).

The proof is completed by taking the infimum over all such ϕ .

4. Proof of the main theorem

We begin with a definition.

4.1. Definition. A Borel measure µ on a metric space X is said to be
doubling if there exists a constant Cµ ≥ 1 so that

(4.2) µ(2B) ≤ Cµ · µ(B)

for all balls B in X .

4.3. Remarks. (1) If µ is a doubling measure on X , then the measure of an
l -ring is essentially well-defined; if (A, Ã) ∈ Rl(X) then µ(Ã) ≤ Cµ

sµ(A) where
s = 1 + log2 l .

(2) If (X, µ) is Q -regular, then µ is doubling. In fact, for all (A, Ã) in Rl(X)
we have µ(Ã) ≤ C0

2lQµ(A) where C0 is the constant of (1.3).

The case X = Rn of the following lemma can be found in [B, Lemma 4.2];
we have used the terminology of this paper in our formulation. The proof uses the
boundedness of the Hardy–Littlewood maximal operator on the dual of Lp(X, µ)
and Hölder’s inequality.

4.4. Lemma. Let X be a metric space endowed with a doubling measure µ
with constant Cµ . Let {(Ai, Ãi)} be a countable collection of elements of Rl(X)
( l ≥ 1) and let {ci} be a corresponding collection of nonnegative real numbers.

For any p ≥ 1 , there exists a constant C = C(l, p, Cµ) such that
∫

X

(∑

i

ciχÃi

)p

dµ ≤ C

∫

X

( ∑

i

ciχAi

)p

dµ.

We state two propositions which describe the relationship between the clas-
sical modulus and the generalized moduli of the previous section. (Recall that
“curve” for us always means nonconstant curve.)



542 Jeremy Tyson

4.5. Proposition. Let X be a connected metric space and let µ be a

doubling measure on X with constant Cµ which also satisfies the upper mass

bound in (1.3) with constant C0 and Q > 1 . Let k,m ≥ 1 and l ≥ 10k . There

exists C = C(Q, k, C0, Cµ) so that for all families Γ of curves in X ,

(4.6) ModQ Γ ≤ C mod∗
Q,k,l,m Γ ≤ C modQ,k,l,m Γ.

4.7. Proposition. Let X be a locally compact, connected metric space with

a Borel measure µ which satisfies the lower mass bound in (1.3) with constant C0

and Q ≥ 1 . Let k, l,m ≥ 1 . There exists C = C(Q, l, C0) so that

(4.8) mod∗
Q,k,l,m Γ ≤ C ModQ Γ

for all families Γ of curves in X and

(4.9) modQ,k,l,m Γ ≤ C ModQ Γ

for all families Γ of arcs in X .

4.10. Remarks. (1) By Remark 3.23(1), the generalized moduli decrease
as k increases and increase as l and m increase. Thus it will suffice to establish
(4.8) with l = 10k and m = 1 and to establish (4.8) and (4.9) with k = 1. Note
that the second inequality in Proposition 4.5 follows by Remark 3.17(4)

(2) Recall that the classical modulus ModQ Γ depends only on the locally
rectifiable curves in Γ while the generalized moduli make use of all of the elements
of Γ. We thus obtain as a corollary of Proposition 4.7 that in a locally compact
and connected metric measure space which satisfies the lower mass bound, mod∗

Q -
a.e. curve (respectively modQ -a.e. arc) is locally rectifiable, which is not at all
obvious from the definitions.

(3) Theorem 1.4 clearly follows by combining the estimates found in Propo-
sitions 4.5 and 4.7 for the modified generalized modulus mod∗

p,k,l,m Γ (for a suit-
able choice of k , l and m) with Theorem 3.24. Let us pause here to discuss
our rationale for including Pansu’s original definition of the generalized modulus
modp,k,l,m Γ. Strictly speaking, this concept is not needed for the proof of the
main theorem. Indeed, the estimates for Pansu’s generalized modulus suffice only
to establish the main theorem for arc families Γ. We have decided to include both
definitions here to better illustrate the role of Pansu’s modulus in the theory.

(4) In [HK1], Heinonen and Koskela introduce another discrete version of the
modulus in order to establish their “infinitesimal-to-global” principle for quasicon-
formal mappings in Carnot groups (recall that their use of the term quasiconformal
differs from that used in this paper). Necessary for their proof is the fact that their
discrete modulus serves as an upper bound for the classical modulus. The proof
of this result [HK1, Lemma 2.4] is our model for the proof of Proposition 4.5. The
crucial definition (4.13) “reassembles” an admissible function ̺ for the classical
modulus from an admissible ϕ for the discrete modulus.
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Proof of Proposition 4.5. Let ϕ: B(X) → [0,∞] satisfy Φ-length1(γ) ≥ 1 for
all γ ∈ Γ. Let Γn consist of all those curves γ: I → X in Γ with the following
property: there exists a compact subinterval I0 ⊂ I for which the set γ(I0) has
diameter at least 1/n and

(4.11) Φ-length
1/2n
1 (γ0) ≥

1
2

Since Γ =
⋃

n Γn and Q > 1, it suffices by (2.12) to show that

(4.12) ModQ Γn ≤ CΦ̃Q,k,10k(X)

where C is independent of n .
Fixing n , we choose δ > 0 and a covering {Ai} ⊂ Bδ

k of X . Using the
covering Lemma 3.9, we find a disjoint subfamily {Aj} and, for each Aj , a corre-
sponding ball Bj of radius rj so that (Aj , Bj) ∈ R5k and the collection {Bj} still
covers X . Our goal is to construct a parametrized cover of each of the subcurves
γ0 out of the balls {Bj} .

First, note that (provided δ is chosen sufficiently small) the diameter of 2Bj

is bounded by 1/2n for each j and hence no curve γ0 lies entirely in any ball 2Bj .
An easy calculation shows in this case that length(γ0|J ) ≥ rj for any open interval
J ⊂ I0 such that γ(J) meets both Bj and the boundary of 2Bj .

Define a Borel function ̺ by

(4.13) ̺(x) = 2
∑

j

ϕ(2Bj)

rj
χ2Bj

(x).

Let γ ∈ Γn be a locally rectifiable curve and let γ0 be the associated subcurve.
For each j such that Bj meets γ0(I0) , set

Λj =
{
J : J is a maximal open subinterval of I0

such that γ(J) ⊂ 2Bj and γ(J) ∩Bj 6= ∅
}
.

Our index set Λ is defined to be the disjoint union of the collections Λj . Recall
that to each element of Λ, we must associate two sets, the first a subinterval of I
and the second an element of Bδ

1(X) . Let λ = J be an element of Λ. Suppose
λ ∈ Λj . We associate to λ the pair (Iλ, Aλ) , where Iλ = J and Aλ = 2Bj . The
collection {(Iλ, Aλ)} is a parametrized cover of γ0 with diamAλ ≤ 1/2n for all
λ and hence 1 ≤ 2

∑
λ ϕ(Aλ) . Thus

∫

γ

̺ ds ≥

∫

γ0

̺ ds = 2
∑

j

ϕ(2Bj)

rj
length(2Bj ∩ γ0)

≥ 2
∑

j

′ϕ(2Bj)

rj
length(2Bj ∩ γ0)

(where the second sum is over all j for which Bj meets γ(I0))
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≥ 2
∑

j

′ϕ(2Bj)

rj

∑

J⊂Λj

length(γ0|J ) ≥ 2
∑

λ∈Λ

ϕ(Aλ) ≥ 1.

Thus ̺ is admissible for Γn and we conclude that

ModQ Γn ≤

∫

X

̺Q dµ ≤ C(Q)

∫

X

(∑

j

ajχ2Bj

)Q

dµ

where aj = ϕ(2Bj)/rj . Lemma 4.4 and the upper mass bound imply that

ModQ Γn ≤ C

∫

X

(∑

j

ajχAj

)Q

dµ = C
∑

j

aQ
j µ(Aj) ≤ C

∑

j

ϕ(2Bj)
Q

where C = C(Q, k, C0, Cµ) . Finally, ϕ(2Bj) ≤ ϕ̃10k(Aj) since (Aj, 2Bj) is a
10k -ring and so

ModQ Γn ≤ C
∑

j

ϕ̃10k(Aj)
Q ≤ C

∑

i

ϕ̃10k(Ai)
Q.

(4.12) follows by taking the infimum over all such coverings {Ai} and the limit as
δ → 0.

The proof of Proposition 4.7 is (in some sense) dual to that of Proposition 4.5.
Here the basic step is the “discretization” procedure (4.14) which takes admissible
functions ̺ for the classical modulus to admissible set functions ϕ for Pansu’s
modulus. The introduction of the integrable function h in (4.14) is necessary to
deal with the case when the space X has infinite measure.

Proof of 4.8. Let ̺ be an admissible function for Modp Γ. By Remark 2.8(4),
we may assume that ̺ is lower semicontinuous. In order to deal with the non-
locally rectifiable curves in Γ, we would like to be able to assume in addition that ̺
is bounded away from zero. In general, however, we cannot make this assumption
unless the space X has finite measure. We deal with this problem by making a
slight modification in our definition of ϕ in (4.14).

Choose a positive Borel function h ∈ LQ(X, µ) for which infx∈K h(x) > 0 for
each bounded set K ⊂ X . For example, we may take

h(x) =

∞∑

n=0

cnχAn
(x)

where An = {x ∈ X :n ≤ |x− x0| < n+ 1} (x0 ∈ X a fixed basepoint) and {cn}
is a sequence of positive constants for which the sum

∑∞
n=0 c

Q
n µ(An) converges
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(recall our standing assumption that µ assigns finite measure to each bounded set
of X ).

For τ > 0, define a set function ϕ: B(X) → [0,∞] by

(4.14) ϕ(A) = inf
x∈A

(
̺(x) + τh(x)

)
· diamA.

(We suppress the dependence of ϕ on τ for simplicity.) We wish to show that
Φ-lengthm(γ) ≥ 1 for all curves γ ∈ Γ.

Suppose first that γ is not locally rectifiable. Then there exists a subinterval
I0 ⊂ I for which the associated subcurve γ0 is not rectifiable. Now γ(I0) is
contained in some bounded subset K ⊂ X . Setting h0 = infx∈K h(x) > 0, we see
from Lemma 3.18 that

Φ-lengthm(γ) ≥ Φ-lengthm(γ0) ≥ τh0 length(γ0) = ∞ ≥ 1.

On the other hand, suppose γ is locally rectifiable. In this case, we will prove that

Claim 1.
∫

γ
̺ ds ≤ Φ-lengthm(γ) .

Hence Φ-lengthm(γ) ≥ 1 for all γ ∈ Γ and so

mod∗
Q,1,l,m Γ ≤ Φ̃Q,1,l(X).

Now the associated set function ϕ̃l is equivalent to ϕ . Indeed, since X is con-
nected, it follows that

(4.15) ϕ̃l(A) ≤ 2lϕ(A).

Therefore
mod∗

Q,1,l,m Γ ≤ CΦQ,1(X)

where C = C(l, Q) . Now we will prove

Claim 2. There exists C = C(Q,C0) so that

ΦQ,1(X) ≤ C

∫

X

(̺Q + τQhQ) dµ.

Using the result of this claim, we find that

mod∗
Q,1,l,m Γ ≤ C

(∫

X

̺Q dµ+ τQ

∫

X

hQ dµ

)

for all τ , where C = C(l, Q, C0) . Since h ∈ LQ(X, µ) , we may pass to the limit
as τ → 0 and then take the infimum over ̺ to complete the proof of (4.8).
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4.16. Remark. To show (4.9), we note that for arcs γ: I → X , the line
integral

∫
γ
̺ ds agrees with the integral

∫
γ(I)

̺ dH1 , where H1 denotes Hausdorff

linear (i.e. one-dimensional) measure on X . In this case, Claim 1 is replaced by

∫

γ(I)

̺ dH1 ≤ Φ1,m(γ(I)).

The proof of this fact, as well as the rest of the proof of (4.9), is similar to the
proof we give here.

Finally, we establish the two claims.

Proof of Claim 1. Since
∫

γ
̺ ds is the supremum of the values

∫
γ0

̺ ds over
all closed subintervals I0 ⊂ I for which γ0 is rectifiable, we may assume without
loss of generality that γ is rectifiable with compact parametrizing interval. Since
̺ is lower semicontinuous, we have

∫

γ

̺ ds = sup

∫

γ

̺′ ds

(where the supremum is taken over all nonnegative continuous functions ̺′ ≤ ̺)
and thus we may in addition assume that ̺ is continuous. (Note that throughout
the proof of this claim, the curve γ is fixed.) Our proof of Claim 1 will be a
modification of the argument we used for Lemma 3.18.

Without loss of generality, we assume that γ: I = [0, L] → X is parametrized
by arc length. Since γ(I) is compact and X is locally compact, we may choose
ε > 0 so that the ε-neighborhood U = Nεγ(I) has compact closure in X . Recall
in this case we have h0 = infx∈U h(x) > 0.

Let 0 < η < τh0 . Since ̺ is uniformly continuous on U , we may assume
(making ε smaller if necessary) that |̺(x) − ̺(y)| < η whenever x, y ∈ U satisfy
|x− y| < ε .

Using (2.4), we choose a partition π = {0 = t0 < t1 < · · · < tm = L} of I
with mesh ‖π‖ ≤ 1

2ε and

∫

γ

̺ ds− η ≤
m∑

k=1

̺(γ(tk)) · |γ(tk) − γ(tk−1)|.

By removing terms if necessary, we may assume that γ(tk) 6= γ(tk−1) for all k . Let
δ0 denote the minimum of the (m+1) quantities |γ(tk)−γ(tk−1)| (for 1 ≤ k ≤ m)
and 1

2ε and let Ik denote the interval [tk−1, tk] ⊂ I . Let 0 < δ < δ0 be arbitrary.

We prove that if A ∈ Bδ
m(X) meets γ(Ik) , then

(4.17) ̺(γ(tk)) · diamA < ϕ(A).
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Indeed, let γ(t) ∈ A ∩ γ(Ik) . For any a ∈ A ,

|a− γ(tk)| ≤ |a− γ(t)|+ |γ(t)− γ(tk)| < δ + |t− tk| <
1
2ε+ |Ik| ≤ ε

and so (since A ⊂ U ) ̺
(
γ(tk)

)
< ̺(a) + η .

Now recall that we chose η < τh0 < τ · infa∈A h(a) . Hence

̺
(
γ(tk)

)
· diamA < inf

a∈A

(
̺(a) + τh(a)

)
· diamA = ϕ(A).

Returning to the proof of Claim 1, suppose that {(Jλ, Aλ)} is an arbitrary
parametrized cover of γ with sets Aλ drawn from Bδ

m(X) . Consider the quantity∑m
k=1 ̺

(
γ(tk)

)
· |γ(tk) − γ(tk−1)| . As in the proof of Lemma 3.18, each of the

intervals Jλ contains at most one of the tk . Using the triangle inequality, we
bound each expression |γ(tk − γ(tk−1)| by a sum of terms of the form diamAλ .
By (4.17),

m∑

k=1

̺
(
γ(tk)

)
· |γ(tk) − γ(tk−1)| ≤

∑

λ

ϕ(Aλ) + (m+ 1)Mδ

where M = sup{̺(x) : x ∈ γ(I)} is finite. Here (as in Lemma 3.18) the second
term on the right hand side is necessary to account for the sets covering each of
the points t0, t1, . . . , tm . We conclude that

∫

γ

̺ ds− η ≤ Φ-lengthδ
m(γ) + (m+ 1)Mδ

and Claim 1 follows in the limit δ, η → 0.

Proof of Claim 2. For each value of δ > 0, we use the covering Lemma 3.9 to
find a disjoint collection of balls {Bj} for which X =

⋃
j 5Bj and 5Bj ∈ Bδ

1(X)
for all j . Then

Φδ
Q,1(X) ≤

∑

j

ϕ(5Bj)
Q ≤ C

∑

j

ϕ(Bj)
Q

where the latter inequality follows from (4.15) with C = C(C1) . But for any ball
B in X we have

ϕ(B)Q = inf
x∈B

(
̺(x) + τh(x)

)Q
· (diamB)Q

≤ C0 inf
x∈B

(
̺(x) + τh(x)

)Q
µ(B) ≤ C0

∫

B

(̺+ τh)Q dµ

(using the lower mass bound for X ) and so

Φδ
Q,1(X) ≤ C

∑

j

∫

Bj

(̺+ τh)Q dµ ≤ C

∫

X

(̺+ τh)Q dµ

where C = C(C0, C1, Q) . Now take the supremum over δ .
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