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Abstract. We extend a result, due to Mattila and Sj6lin, which says that if the Hausdorff
dimension of a compact set £ C R?, d > 2, is greater than %, then the distance set A(E) = {|z —
y|: x,y € E} contains an interval. We prove this result for distance sets Ag(E) = {||lz — y||z: z,y €
E}, where || - || 5 is the metric induced by the norm defined by a symmetric bounded convex body B
with a smooth boundary and everywhere non-vanishing Gaussian curvature. We also obtain some
detailed estimates pertaining to the Radon—Nikodym derivative of the distance measure.

1. Introduction

The classical Falconer distance conjecture, originated in 1985, 2], says that if the
Hausdorff dimension of a compact subset of RY, d > 2, is greater than g, then the
Lebesgue measure of the set of distances, A(E) = {|z — y|: z,y € E} is positive. In
[2], Falconer proved the first result in this direction by showing that £!(A(E)) > 0 if
the Hausdorff dimension of E is greater than %, See also [3] and [7] for a thorough
description of the problem and related ideas. The best currently known results are
due to Wolff in two dimensions, and to Erdogan [1]| in dimensions three and greater.
They prove that £'(A(E)) > 0 if the Hausdorff dimension of E is greater than £ + 3.

An important addition to this theory is due to Mattila and Sj6lin [8] who proved
that if the Hausdorff dimension of E is greater than %, then A(E) not only has posi-
tive Lebesgue measure, but also contains an interval. This is accomplished by showing
that the natural measure on the distance set has a continuous density. However, this
set need not contain an interval with left end-point at the origin as illustrated by an
example in (|7], p. 165). It was previously shown by Mattila [6] that if the ambient
dimension is two or three, then the density of the distance measure is not in general
bounded if the Hausdorff dimension of the underlying set E is smaller than %. In
higher dimensions, this question is still open for the Euclidean metric, but has been
resolved if the Euclidean metric is replaced by a metric induced by a norm defined

by a suitably chosen paraboloid. See [5].
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In this paper we give an alternative proof of the Mattila—Sjolin result and extend
it to more general distance sets Ag(E) = {||lz — y||z: x,y € E}, where || - || is the
norm generated by a symmetric bounded convex body B with a smooth boundary
and everywhere non-vanishing Gaussian curvature.

Our main result is the following.

Theorem 1.1. Let E be a compact subset of R?, d > 2, with Hausdorff dimen-
sion, denoted by s, greater than %. Let p be a Frostman measure on E. Let o

denote the Lebesgue measure on 0B. Define the distance measure v by the relation

[ werave = [[ 1 = vl duto) duty),

where || - || 5 is the norm generated by a symmetric bounded convex body B with a
smooth boundary and everywhere non-vanishing Gaussian curvature.

(i) Then the measure v is absolutely continuous with respect to the Lebesgue
measure.
(ii)) We have
v((t—et+e))

= M(t) + R(1),
where

/ (&) ["a (¢t dg
is the density of v and

_d+1
sup |R(t)] Seg * -
0<e<eg
(iii) Moreover, M € Cls—%5) (I) for any interval I not containing the origin, where
|u| denotes the smallest integer greater than or equal to u. In particular, M
is continuous away from the origin if s > d+1 and therefore Ap(E) contains
an interval in view of (i).
(iv) Suppose that s > k + «, where k is a non-negative integer and 0 < o < 1.
Then the kth derivative of the density function of v is Hélder continuous of
order a.

Remark 1.2. Metric properties of || - ||z are not used in the proof of Theo-
rem 1.1. Let I be a star shaped body in the sense that for every w € S% ! there
exists 1 < ro(w) < 2 such that {rw: 0 <r <ry(w)} C Tand {rw: r > ro(w)}NI = 0.
Define ||z]| = inf{t > 0: 2 € ¢T'} and let Ap(E) = {||x — y||p: =,y € E}. Let or

denote the Lebesgue measure on the boundary of I'. Then if |op(§)] < |§|7%7 the
conclusion of Theorem 1.1 holds with the same exponents.

1.1. Sharpness of results. As we note above, Mattila’s construction [6] shows
that if the Hausdorff dimension of E is smaller than %, d = 2,3, then the density
of distance measure is not in general bounded in the case of the Euclidean metric.
Moreover, Mattila construction can be easily extended to all metrics generated by
a bounded convex body B with a smooth boundary and non-vanishing Gaussian
curvature.

In dimensions four and higher, all we know at the moment (see the main result in
[5]) is that there exists a bounded convex body B with a smooth boundary and non-
vanishing curvature, such that the density of the distance measure is not in general



On the Mattila—Sj6lin theorem for distance sets 559

bounded if the Hausdorff dimension of the underlying set E is less than %. We

d+1

do no know what happens when the Hausdorff dimension of £ equals <

dimension and for any smooth metric.

It would be very interesting if any of these results actually depended on the
underlying convex body B in a non-trivial way. This would mean that smoothness
and non-vanishing Gaussian curvature of the level set do not tell the whole story.
There is some evidence that this may be the case. See, for example, [4], where
connections between problems of Falconer type and distribution of lattice points in
thin annuli are explored.

If the Hausdorff dimension of £ is less than g, then the density of the distance
measure, for any metric induced by a bounded convex body B with a smooth bound-
ary and non-vanishing curvature is not in general bounded by a construction due to
Falconer [2].

in any
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2. Proof of Theorem 1.1

2.1. Proof of items (i) and (ii). The proof of item (i) of Theorem 1.1 is due
to Falconer 2] and Mattila [6]. This brings us to item (ii). Recall that every compact
set E in R%, of Hausdorff dimension s > 0 possesses a Frostman measure (see e.g.
[7], p. 112), which is a probability measure p with the property that given any 6 > 0,
for every ball of radius !, denoted by B,-1, there exists Cs > 0 such that

p(Be-1) < C(;T‘_S—M.

Let

v((t—et+e) 1

vi(t) = B o ()i t— e < e —yllp <t el

We shall prove that lim,_q v(¢) exists and is a Cl*=“5) function.

Let p be a smooth cut-off function, identically equal to 1 in the unit ball and
vanishing outside the ball of radius 2, with [ p = 1. Let p.(x) = e %p(x/€). Since
o, * pe is supported on the annulus of radius ¢ and width ~ ¢, and is ~ ¢! on this
annulus, there is no harm in working with the measure

(2.1) [ 250w = vy dute) o
where o, is the surface measure on the set {z: ||z||; = t}. By abusing notation

slightly, we shall refer to this measure as v(t).
By the Fourier inversion formula,

ve(t) = / A)[2B.(€)p(ec) de
- / 7(O)%54(€)de — / ) 25,(6) (1 — plec))de = M(1) + R(1).
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We shall prove that M(t) is a Cl*=“Z') function and that lim._.q R°(t) = 0. We
start with the latter. We shall need the following stationary phase estimate. See, for
example, [10], [9] or [11].

Lemma 2.1. Let o be the surface measure on a compact piece of a smooth
convex surface in R%, d > 2, with everywhere non-vanishing Gaussian curvature.
Then

(2.2) |

o
where here, and throughout, X < Y means that there exists C > 0 such that
X < CY. Moreover,

~ _d1
(2.3) [D*5(&)] < Caal€]™ 7,
where D is the differential operator with respect to the multi-index o = (s, . . ., o).

We shall also need the following well-known estimate. See, for example, [3] and
|71

Lemma 2.2. Let p be a Frostman measure on a compact set E of Hausdorff

dimension s > 0. Then
/ A de 5 249,
29 <|¢|<2i 1
and, consequently,

[P ds = [ 1o ol duto) dutw) 51

if v > d —s. Here, and throughout, X 'Y, with the controlling parameter r means
that for every € > 0 there exists C, > 0 such that X < C.r<Y.

To prove the lemma, observe that

[ eras [m@rseee
27 <[] <t

where 1) is a suitable smooth function supported in {z € R?: 1/2 < |z| < 4} and
identically equal to 1 in the unit annulus. By definition of the Fourier transform and
the Fourier inversion theorem, this expression is equal to

ot / B (x — y)) du(z) du(y) S 24

since QZJ\ decays rapidly at infinity.
By Lemma 2.1 and Lemma 2.2, we have

R(t)] £ AE)1Pel ™ de
R (1)) /|a>;'”()"'

< -~ 2 _%d — _;d
(2.4 < /|s P ae= | &)PIel"T de

+1
j>logy(1/6) <|¢|<2i

3 9ild=8)9 =35 < 5=
j>logy(1/€)

QA
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and thus
s dtl
sup |R.(t)] <¢ 2.

0<e<eg

In order to handle |R¢(¢)| over the integral when || < £, we notice that (1—p(e€))
is 0 when £ = (0,...,0) and, by continuity, is small in a neighborhood of the origin.
This calculation establishes all the claims in part ii) of Theorem 1.1.

We note that the weaker statement showing that lim. o |R.(¢)| = 0 follows in an
easier way from the dominated convergence theorem.

2.2. Proof of item (iii). Once again, by Lemma 2.1, we have

M) < / APl ae

and by the calculation identical to the one in the previous paragraph, we see that

this quantity is < 1 if the Hausdorff dimension of F is greater than %. Continuity

follows by the Lebesgue dominated convergence theorem. The convergence of the
integral allows us to differentiate inside the integral sign. We obtain

() = [P (1569} de
We have

% {t715(t6)} = (d — D5 (1) + 7'V (L) - €.

Applying (2.2) and (2.3) of Lemma 2.1 once more, it follows that

d ya-1~
’a{t a(te)}

Repeating the argument in 2.4, we see that M'(t) exists if the Hausdorff dimension
of F is greater than % + 1. Proceeding in the same way one establishes that

dm . _de1
i {t7'5(t6)} S |¢ T
and the conclusion of Theorem 1.1 follows.

2.3. Proof of item (iv). We shall deal with the case k = 0, as the other cases
follow from a similar argument. Let

At) = 4715 (t6).

_d=1.4q
Sl

We must show that
|M(u) — M(v)] < Clu—v|*.
We have

M (u) — M(v) = / AORMw) — Av) de
= [IROPO) = A (@) — A@)' " de

Now,
M) — A(v) = (u— 0)X(0),
where ¢ € (u,v), by the mean-value theorem. It follows that
(AMw) = A@)[* < Ju—v[* N ()]
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On the other hand,

A(w) = A@)]7 < @)+ A )[7

We have already shown above that

d—1

A S €77 and [N (u)| S €172

It follows that

[M(u) = M(v)] S |u—v]* / ) PlE) 7 e S Ju— 0],

where the last step follows by Lemma 2.2, and so the item iv) follows.
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