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Abstract. Let f : C → P
n(C) be a holomorphic curves with hyperorder strictly less than 1,

and algebraically nondegenerate over the field P1

c which consists of c-periodic meromorphic functions

on C. Let {Qj}
q

j=1
be fixed or c-periodic slowly moving hypersurfaces with degree dj (j ∈ {1, . . . , q})

in (weakly) N -subgeneral position in P
n(C). In this paper, we prove a difference version of the

second main theorem for f intersecting {Qj}
q

j=1
by using the Casorati determinant. A difference

counterpart of the truncated second main theorem is also obtained. Our results extend the second

main theorems for differences with fixed hyperplanes [9] or c-periodic slowly moving hyperplanes

[10].

1. Introduction and main results

In 1925, Nevanlinna [11] established the value distribution theory for meromor-
phic functions in the complex plane C, in which the second main theorem is the
most important part. In 1933, Cartan [4] extended the Nevanlinna’s second main
theorem to the case for holomorphic curves sharing hyperplanes in general position
into complex projective spaces. In 1983, Nochka [12] solved the Cartan’s conjecture
and extended the Cartan’s second main theorem to the case for hyperplanes in sub-
general position. In 2004, Ru [17] extended the Cartan’s second main theorem to
the case of hypersurfaces. For the background of Nevanlinna theory, refer to see for
examples [16, 14].

In the recent ten years, motivated by investigating the value distribution of com-
plex difference polynomials and solutions of complex difference equations (refer to
see [5]), the difference analogues of second main theorems were established. In 2006,
Halburd and Korhonen [8] obtained the c-difference analogue of the second main
theorem for meromorphic functions in the complex plane. Wong, Law and Wong [18]
and Halburd, Korhonen and Tohge [9] have independently obtained the c-difference
analogue of the second main theorem of holomorphic curves intersecting hyperplanes
in general position into complex projective spaces. In 2016, Korhonen, Li and To-
hge [10] continued to consider the second main theorem for the case of slowly moving
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hyperplanes. Thus there rises a natural and interesting problem: What about the dif-
ference version of the second main theorem for fixed or slowly moving hypersurfaces
into complex projective spaces?

Let c ∈ C \ {0}, and let f : C → P
n(C) be a holomorphic map with the reduced

representation f = [f0, . . . , fn]. We use short notations

f(z) ≡ f := f
[0]
, f(z + c) ≡ f =: f

[1]
, f(z + 2c) ≡ f =: f

[2]
, · · · , f(z + kc) ≡ f

[k]
.

Then similarly as the definition of the Wronskian determinant, the Casorati deter-
minant of f is defined by

C(f) = C(f0, · · · , fn) =

∣

∣

∣

∣

∣

∣

∣

∣

∣

f0 f1 · · · fn
f0 f1 · · · fn
...

...
...

...

f0
[n]

f1
[n]

· · · fn
[n]

∣

∣

∣

∣

∣

∣

∣

∣

∣

.

Given a real positive integer d. Set M = (n+d
d )− 1, Jd = {(i0, · · · , in) ∈ N

n+1
0 : i0 +

· · ·+in = d}. For any Ij = (ij0, . . . , ijn) ∈ Jd, j ∈ {0, 1, . . . ,M}, set f Ij = f
ij0
0 · · · f

ijn
n .

Then the Casorati determinant C̃(f) = C(f I0, . . . , f IM ) is given as

C̃(f) = C(f I0, . . . , f IM ) =

∣

∣

∣

∣

∣

∣

∣

∣

∣

f I0 f I1 · · · f IM

f I0 f I1 · · · f IM

...
...

...
...

f I0
[M ]

f I1
[M ]

· · · f IM
[M ]

∣

∣

∣

∣

∣

∣

∣

∣

∣

.

Clearly, when d = 1, we have |C̃(f)| = |C(f)|. Moreover, one can rearrange the order
of I0, . . . , IM such that C̃(f) = C(f) whenever d = 1.

Denote by Tf (r) the Nevanlinna–Cartan’s characteristic function of a holomor-
phic map f : C → P

n(C), and by ς2(f) the hyperorder of the holomorphic map f . An-
other holomorphic map h is called to be “slowly” with respect to f if Th(r) = o(Tf(r)).
Denote by N(r, 1

g
) the counting function of the zeros of an entire function g. The

specific statement of the definitions can be seen in the next section.
Throughout this paper, we denote by M the set of all meromorphic functions on

C, by Pc the set of all meromorphic functions on C with period c, and by Pλ
c the set

of all meromorphic functions with period c on C and having the hyperorders strictly
less than λ. Obviously, we have the relationship M ⊃ Pc ⊃ Pλ

c .
The main purpose of this paper is to obtain the c-difference analogue of the second

main theorem for holomorphic curves intersecting fixed or moving hypersurfaces in N -
subgeneral position into P

n(C), which extends the difference analogue of the second
main theorem in [9, 10] from hyperplanes to hypersurfaces and from general position
to subgeneral position. We should note that this result is a difference version of the
second main theorem due to [15].

Theorem 1.1. Let f = [f0 : · · · : fn] : C → P
n(C) be algebraically nondegener-

ate over P1
c with hyperorder ς2(f) < 1. Let {Qj(z)}

q
j=1 be c-periodic slowly moving

hypersurfaces of Pn(C) with respect to f in (weakly) N -subgeneral position in P
n(C)

with degree dj(1 ≤ j ≤ q). Let the least common multiple d = lcm(d1, · · · , dq) and

M = (n+d
d )− 1. Assume that q > (M+1)(2N−n+1)

n+1
. Then for any ε > 0,

(

q −
(M + 1)(2N − n+ 1)

n + 1

)

Tf (r) ≤

q
∑

j=1

1

dj
N

(

r,
1

Qj(f)

)

−
n

dN
N

(

r,
1

C̃(f)

)

+o(Tf(r))
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holds for all r possibly outside of an exceptional set E of finite logarithmic measure.

We note that the main result can be also extended to the case for meromorphic
mappings from C

m into complex projective spaces P
n(C) by the standard process

of averaging over the complex lines in the complex space C
m, we refer to see two

related references [2, 3] on this topic.

Remark 1.1. For the special case whenever hyperplanes {Qj}
q
j=1 are located

in general position (that is d = dj = 1, M = N = n and C̃(f) = C(f)). Set

L =
∏q

j=1 Qj(f)(z)

C(f)
. Clearly, Both

∏q

j=1Qj(f)(z) and C(f) are entire functions. By the

Jensen’s Formula (see in the next section), we have

N(r,
1

L
)−N(r, L) =

ˆ 2π

0

log |L(re
√
−1θ)|

dθ

2π
+O(1)

=

q
∑

j=1

ˆ 2π

0

log |Qj(f)(re
√
−1θ)|

dθ

2π
−

ˆ 2π

0

log |C(f)(re
√
−1θ)|

dθ

2π
+O(1)

=

q
∑

j=1

N

(

r,
1

Qj(f)

)

−N

(

r,
1

C(f)

)

+O(1),

and thus
q
∑

j=1

1

dj
N

(

r,
1

Qj(f)

)

−
n

dN
N

(

r,
1

C̃(f)

)

=

q
∑

j=1

N

(

r,
1

Qj(f)

)

−N

(

r,
1

C(f)

)

= N

(

r,
1

L

)

−N(r, L) +O(1).

Hence according to Theorem 1.1, we have

(q − (n + 1))Tf(r) ≤ N

(

r,
1

L

)

−N(r, L) + o(Tf(r)),

which becomes the second main theorem for fixed hyperplanes in [9] and for c-periodic
slowly moving hyperplanes targets in [10].

Definition 1.1. Let k ∈ N, c ∈ C \ {0}, and a ∈ C. An a-point z0 of an entire
function h(z) is said to be k-successive and c-separated, if the k entire functions
h(z + νc)(ν = 1, 2, · · · , k) take the value a at z = z0 with multiplicity not less than
that of h(z) there. All the other a-points of h(z) are called k-aperiodic of pace c.

Denote by Ñ
[k,c]
f (r, 1

Q(f)(z)
) the counting function of k-aperiodic zeros of the entire

function Q(f)(z) of pace c for the holomorphic curve f intersecting a hypersurface
Q.

In [10] Korhonen, Li and Tohge got a difference analogue of the truncated Second
Main Theorem for moving hyperplanes in general position. Based on Theorem 1.1,
we also obtain one difference analogue of the truncated Second Main Theorem for
moving hypersurfaces in subgeneral position, which reduces to the result of Korhonen,
Li and Tohge [10, Theorem 4.3] whenever dj = d = 1 and M = N = n.

Theorem 1.2. Let f : C → P
n(C) be algebraically nondegenerate over P1

c with
hyperorder ς2(f) < 1. Let {Qj(z)}

q
j=1 be c-periodic slowly moving hypersurfaces of

P
n(C) with respect to f in (weakly) N -subgeneral position with degree dj(1 ≤ j ≤ q).

Let the least common multiple d = lcm(d1, · · · , dq) and M = (n+d
d )−1. Assume that
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q > (M+1)(2N−n+1)
n+1

. Then for any ε > 0, we have
(

q −
(M + 1)(2N − n+ 1)

n + 1

)

Tf(r)

≤

q
∑

j=1

1

dj
Ñ

[M,c]
f

(

r,
1

Qj(f)(z)

)

+
N − n

dN
N

(

r,
1

C̃(f)

)

+ o(Tf(r)),

for all r outside of a set E with finite logarithmic measure.

The remainder of this paper is organized in the following way. In Section 2, some
notations and basic results of Nevanlinna theory for hypersurfaces are introduced
briefly. In Section 3, we give some lemmas for the proofs of our main theorems. In
Section 4, the proof of Theorem 1.1 is shown. Finally, Theorem 1.2 is proved in the
last section.

2. Preliminaries

Let P
n(C) = C

n+1 \ {0}/ ∼, where (a0, a1, . . . , an) ∼ (b0, b1, . . . , bn) if and only
if (a0, a1, . . . , an) = λ(b0, b1, . . . , bn) for some λ ∈ C. We denote by [a0 : · · · : an] the
equivalent class of (a0, a1, . . . , an). Let

f = [f0 : · · · : fn] : C → P
n(C)

be a holomorphic map where f0, . . . , fn are entire functions and without common
zeros. Usually, f is called holomorphic curve. Denote by f = (f0, . . . , fn). Then f is
called a reduced representation of f . We recall the Nevanlinna–Cartan’s character-
istic function Tf (r) of f defined as

Tf (r) =

ˆ 2π

0

log ‖f(re
√
−1φ)‖

dφ

2π
+ log ‖f(0)‖,

where ‖f‖ = max0≤j≤n{|fj|}. Note that the Cartan’s characteristic function does
not depend on the choice of the reduced representation. The order and hyperorder
of f are defined as

ς(f) = lim sup
r→∞

log+ Tf (r)

log r
,

and

ς2(f) = lim sup
r→∞

log+ log+ Tf(r)

log r
,

respectively, where log+ x = max{log x, 0} for x > 0.
For a meromorphic function g on C, and let a ∈ C and g(0) 6= a,∞, we have the

first main theorem

T 1
g−a

(r) = Tg(r) +O(1).

Denote by n(r, g) the number of poles of g in the disc |z| < r (counting multiplicity),
and define the counting function of poles of g by

N(r, g) =

ˆ r

0

[n(r, g)− n(0, g)]
dt

t
+ n(0, g) log r.

Then the first main theorem implies the Jensen’s Formula

N(r, 1/g)−N(r, g) =
1

2π

ˆ 2π

0

log |g(re
√
−1θ)| dθ +O(1).
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A hypersurface Q with degree d in P
n(C) is given by

Q =

{

[x0 : · · · : xn] :
∑

I∈Jd

aIx
I = 0

}

,

where Jd = {(i0, · · · , in) ∈ N
n+1
0 : i0 + · · · + in = d}, I = (i0, · · · , in) ∈ Jd, x

I =
xi0
0 · · ·xin

n and (x0 : · · · : xn) is homogeneous coordinates of Pn(C). Denote by Hd the
vector set of all homogeneous polynomials in C[x0, · · · , xn] of degree d. Then clearly,
we have dimHd = M + 1, where M = (n+d

d ) − 1. Denote by D the homogeneous
polynomial

∑

I∈Jd
aIx

I associate with the hypersurface Q. Thus the hypersurface

Q defines a vector, say a = (a0, . . . , aM) in C
M+1. If d is 1, then the hypersurface

reduces to one hyperplane.
If all the above aI are meromorphic functions on C in the definition of the hyper-

surface Q, then we say that the Q is a moving hypersurface. If all the meromorphic
functions aI are c-peroidic, then we say that the Q is c-periodic moving hypersur-
face. Furthermore, the Q is said to be slowly moving hypersurface with respect to
the holomorphic curve f if all aI satisfy TaI (r) = o(Tf)(r). Let D be the homo-
geneous polynomial (form) of degree d defining the moving hypersurface Q. For a
holomorphic curve f = [f0 : · · · : fn] : C → P

n(C) and the hypersurface Q, set

Q(f)(z) := D ◦ f(z) =
∑

I∈Jd

aIf
I ,

where f I = f i0
0 · · · f in

n . We recall the proximity function of f intersecting Q defined
as

mf(r, Q) =

ˆ 2π

0

log
max0≤j≤n{|fj(re

√
−1θ)|d}max0≤j≤n{|aij (re

√
−1θ)|d}

|Q(f)(re
√
−1θ)|

dθ

2π
.

Throughout this paper, we usually assume that f(C) 6⊂ Q if without special state-
ment. Then we have the first main theorem as follows:

mf(r, Q) +N

(

r,
1

Q(f)

)

= dTf(r) +O(1).

Now let {Qi(z)}
q
i be (moving) hypersurfaces of Pn(C). Set N ≥ n and q ≥ N+1.

We say that the family of the hypersurfaces {Qj(z)}
q
j=1 are in (weakly) N -subgeneral

position in P
n(C) if for any subset R ⊂ {1, · · · , q} with the cardinality ♯R = N + 1

(and for any z ∈ C), we have
⋂

j∈R
Qj(z) = ∅.

That is, any N + 1 homogeneous polynomials (form) of {Dj(z)}
q
j=1 which associate

with the hypersurfaces {Qj(z)}
q
j=1 are linearly independent over C. Whenever N =

n, we say that the hypersurfaces {Qi(z)}
q
i are in (weakly) general position in P

n(C).

3. Some lemmas

Before giving the proofs of our main results, we need some lemmas as follows.
The first one is the difference analogue of the logarithmic derivative lemma for mero-
morphic functions due to Halburd, Korhonen and Tohge. We note that Chiang and
Feng [6] also obtained one version of the difference analogue of the logarithmic de-
rivative lemma for meromorphic functions with finite order but without the possible
exceptional set.
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Lemma 3.1. [8, 9] Let f be a nonconstant meromorphic function, for all ε > 0
and c ∈ C \ {0}. If f is of finite order, then there exists a set E = E(f, ε) satisfying

lim sup
r→∞

´

E∩[1,r)
dt
t

log r
≤ ε,

i.e. of logarithmic density at most ε, such that

m

(

r,
f(z + c)

f(z)

)

:=

ˆ 2π

0

log+

∣

∣

∣

∣

∣

f(re
√
−1θ + c)

f(re
√
−1θ)

∣

∣

∣

∣

∣

dθ

2π
= O

(

log r

r
Tf(r)

)

for all r outside the set E. If ς2(f) = ς2 < 1 and ε > 0, then

m

(

r,
f(z + c)

f(z)

)

= o

(

Tf (r)

r1−ς2−ε

)

for all r outside of a set of finite logarithmic measure.

Since

f(z)

f(z + c)
=

f [(z + c)− c]

f(z + c)
,

f
[k]

f(z)
=

f
[k]

f
[k−1]

·
f
[k−1]

f
[k−2]

· · ·
f

f(z)
,

for k ∈ N, it follows immediately from Lemma 3.1 that for a meromorphic function
f of hyperorder ς2(f) < 1,

m

(

r,
f
[k]

f(z)

)

= o

(

Tf(r)

r1−ς2(f)−ε

)

holds for any ε > 0 and for all r outside of a set of finite logarithmic measure.
It was mentioned without the proof [18, Remark 2.6] that holomorphic functions

g0, . . . , gn on C are linearly dependent over Pc if and only if their Casorati deter-
minant C(g0, . . . , gn) vanishes identically. The proof of this fact can be seen in the
proof of [9, Lemma 3.2] which in fact, is a more accurate result by considering the
growth order of functions. Here we extend their results to algebraically independent
over Pλ

c .

Lemma 3.2. Let c ∈ C\{0}. Set M = (n+d
d )−1, Jd = {(i0, · · · , in) ∈ N

n+1
0 : i0+

· · · + in = d}, Ij ∈ Jd for all j ∈ {0, 1, . . . ,M}. Then the holomorphic curve

f = [f0, · · · , fn] : C → P
n(C) with hyperorder strictly less than λ satisfies C̃(f) =

C(f I0, . . . , f IM ) 6≡ 0 if and only if the entire functions f0, . . . , fn are algebraically
nondegenerate over the field Pλ

c .

Proof. Set gj = f Ij (j = 0, 1, . . . ,M). Then g = [g0 : g1 : · · · : gM ] is a
holomorphic map from C into P

M(C). According to the definition of the Nevanlinna–
Cartan’s characteristic function,

Tg(r) =

ˆ 2π

0

log max
0≤j≤M

{|f Ij(re
√
−1θ)|}

dθ

2π
+O(1)

=

ˆ 2π

0

log max
0≤j≤M

{|gj(re
√
−1θ)|}

dθ

2π
+O(1)

≤

ˆ 2π

0

log max
0≤j≤n

{|fj(re
√
−1θ)|d}

dθ

2π
+O(1)

= dTf(r) +O(1).
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Hence, by the definition of the hyperorder, we have ς2(g) ≤ ς2(f) < λ. Note that
f is algebraically nondegenerate (over the field Pλ

c ) if and only if g is linearly non-
degenerate (over the field Pλ

c ). Then by [9, Lemma 3.2] we get that g is linearly
nondegenerate over the field Pλ

c if and only if C(g) = C(g0, . . . , gM) 6≡ 0, and thus
we complete the proof of the lemma. �

The Nochka’s method [12, 13] plays the key role in extending the Cartan’s second
main theorem from general position to the subgeneral position for hyperplanes. In
[1, 15], An, Quang and Thai extended the Nochka’s method to the case for hyper-
surfaces in subgeneral position. Here we extend their results to the case for moving
hypersurfaces in subgeneral position. The ωj and ω̃ are called the Nochka weights
and the Nochka constant, respectively.

Lemma 3.3. Let Q1(z), · · · , Qq(z) be q(q > 2N − n+ 1) moving hypersurfaces
with the common degree d and in (weakly) N -subgeneral position of Pn(C). Then
there are positive rational constants ωi (1 ≤ i ≤ q) satisfying the following:

i) 0 < ωi ≤ 1 for all i ∈ {1, · · · , q};
ii) Setting ω̃ = max1≤j≤q ωj , one gets

q
∑

j=1

ωj = ω̃(q − 2N + n− 1) + n + 1;

iii)
n+ 1

2N − n + 1
≤ ω̃ ≤

n

N
;

iv) For R ⊂ {1, · · · , q} with ♯R = N + 1, then
∑

j∈R ωj ≤ rank{Qj}j∈R + 1;

v) Let Ej ≥ 1(1 ≤ j ≤ q) be arbitrarily given numbers. For R ⊂ {1, · · · , q} with
♯R = N +1, there is a subset R0 ⊂ R such that #R0 = rank{Qi}i∈R0 = n+1
and

∏

i∈R
Eωi

i ≤
∏

i∈R0

Ei.

Proof. For any fixed z, Q1(z), . . . , Qq(z) can be seen fixed hypersurfaces in N -
subgeneral position. Then by [1, 15], the conclusion of the lemma is true. So the
lemma is proved. �

Let {Qj(z)}
q
j=1 be q (moving) hypersurfaces in P

n(C) of the common degree
d. Assume that each Qj(z) is defined by a homogeneous polynomial Dj(z) in
C[x0, · · · , xn]. We regard C[x0, · · · , xn] as a complex vector space and define

rank{Qj(z)}j∈K = rank{Dj(z)}j∈K

for every subset K ⊂ {1, 2, · · · , q}. It is easy that

rank{Qj(z)}j∈K = rank{Dj(z)}j∈K ≥ n+ 1− dim

(

⋂

j∈K
Qj(z)

)

.

The following lemma will play the important role in the proofs of our main
theorems. We point out that this comes from [15, Lemma 4.2], but here we give
another proof and also give a way how to take the hypersurfaces {Tj}

M−k
j=1 .

Lemma 3.4. Let {Qj(z)}
q
j=1 be a set of q moving hypersurfaces in P

n(C) of the
common degree d. Then for some subset R⊂ {1, · · · , q} with ♯R = rank{Qj(z)}j∈R =
k + 1, there exist (M − k) moving hypersurfaces {Tj(z)}

M−k
j=1 of degree d in P

n(C)
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whose coefficients are chosen from coefficients of {Qj(z)}j∈R, such that the rank of
{Qj(z)}j∈R ∪ {Tj(z)}

M−k
j=1 is M + 1.

Proof. Let {Qj(z)}
q
j=1 be moving hypersurfaces which vector functions are aj(z) =

(aj0(z), aj1(z), · · · , ajM(z)). Since rank{Qj(z)}j∈R = k + 1 = ♯R, without loss
of generality, we may assume them to regard as {Qj}

k+1
j=1 . Denote by H1(z) the

(k+ 1)× (M + 1) matrix consisting of the corresponding vector functions of moving
hypersurfaces Q1(z), · · · , Qk+1(z). We will get a (M +1)× (M + 1) function matrix
H(z) as follows:

H(z) =

(

H1(z)
O

)

=























a10(z) a11(z) · · · a1M (z)
a20(z) a11(z) · · · a2M (z)

...
...

...
...

a(k+1)0(z) a(k+1)1(z) · · · a(k+1)M (z)
0 0 · · · 0
...

...
...

...
0 0 · · · 0























(M+1)×(M+1)

,

where O is a (M + 1)× (M − k) zero-matrix.
We will decompose H(z) into four matrixes as a (k + 1)× (k + 1) matrix H2(z),

a (k + 1) × (M − k) matrix H3(z), a (M − k) × (k + 1) zero-matrix O1 and a
(M − k)× (M − k) zero-matrix O2 such that

H(z) =

(

H2(z) H3(z)
O1 O2

)

,

where the determinant of H2(z) is not 0, since rank{Qj(z)}
k
j=0 = k + 1. Set

G(z) :=

(

E1 −(H2(z))
−1 ·H3(z)

O1 E2

)

where E1, E2 are the (k + 1) × (k + 1) identity matrix and the (M − k) × (M − k)
identity matrix respectively. Then we have

H(z)G(z) =

(

H2(z) O3

O1 O2

)

,

where O3 is a (k + 1) × (k + 1) zero-matrix. Therefore, there exists at least one
aij(z) 6= 0 in H(z). Since det(H2(z)) 6= 0, we may assume a10(z) 6= 0. Set

F (z) =

(

H2(z) O3

O1 a10(z)E2

)

(M+1)×(M+1)

.

Obviously, the rank of F (z) is M + 1. So we have

F (z)(G(z))−1 =

(

H2(z) H3(z)
O1 a10(z)E2

)

,

this implies that the rank of F (z)(G(z))−1 is M + 1. Therefore, we can take these
moving hypersurfaces {Ti(z)}

M−k
i=1 associated with corresponding vector matrix de-

fined by (O1, a10(z)E), which satisfy rank{{Qi(z)}i∈R ∪ {Ti(z)}
M−k
i=1 } = M + 1. �

Finally, we show a result which is a different version of [7, Lemma 2.2].
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Lemma 3.5. Let Q1(z), · · · , Qq(z) be q moving hypersurfaces with the common
degree d in Kf [x0, · · · , xn]. Then there exists a function h1 ∈ Cf such that,

max
j∈{1,··· ,q}

{|Qj(f)(z)|} ≤ h1 · ‖f‖
d.

If, moreover, for any set R ⊂ {1, . . . , q} such that rank(R) = k + 1 = ♯R, then there
exist M−k (moving) hypersurfaces {Ti(z)}

M−k
i=1 satisfying the condition of Lemma 3.4

and nonzero functions h2, h3 ∈ Cf such that,

h2 · ‖f‖
d ≤ max

j∈R
{|Qj(f)(z)|},

and
h3 · ‖f‖

d ≤ max
j∈{1,··· ,M−k}

{|Tj(f)(z)|},

where Kf is the set of all “small” (with respect to f) entire functions on C, and Cf is
the set of all non-negative functions h : C → (0,+∞] such that

ˆ 2π

0

log h
(

re
√
−1φ
) dφ

2π
= o(Tf(r)).

Proof. Let rank{Qj(z)}j∈R = k+1, by Lemma 3.4, we can find M − k (moving)
hypersurfaces {Ti(z)} of degree d such that rank{{Qj(z)}j∈R ∪ {Ti(z)}

M−k
i=1 } = M +

1. Hence the M + 1 moving hypersurfaces {Qj(z)}
k+1
j=1 ∪ {Ti(z)}

M−k
i=1 are admissible

(namely, linearly independent). Then by [7, Lemma 2.2], we get that the lemma is
proved. �

4. Proof of Theorem 1.1

Firstly, we may assume that the homogeneous moving hypersurfaces {Qj}
q
j=1

are homogeneous polynomials of degree d in N -subgeneral position in P
n(C) in

C[x0, · · · , xn]. Set Q = {1, . . . , q} and M = (n+d
d ) − 1. Let {ei}

M
i=0 be a stan-

dard basis of the ring of all homogeneous polynomials of degree d in C[x0, · · · , xn].
Since f is an algebraically nondegenerate holomorphic mapping of C into P

n(C)
over P1

c , it implies that {ei(f); 0 ≤ i ≤ M} is linearly independent over P1
c . Then by

Lemma 3.2, we get C̃(f) 6≡ 0. Without loss of generality, we may assume

B0(f) ≡

∣

∣

∣

∣

∣

∣

∣

∣

∣

e0(f) e1(f) · · · eM(f)
e0(f) e1(f) · · · eM(f)

...
...

...
...

e0(f
[M ]

) e1(f
[M ]

) · · · eM(f
[M ]

)

∣

∣

∣

∣

∣

∣

∣

∣

∣

= C̃(f).

For each R0 = {r01, · · · , r
0
n+1} ⊂ {1, · · · , q} with rank{Qi}i∈R0 = ♯R0 = n + 1.

Then by Lemma 3.4, we can choose {Tj(z)}
M−n
j=1 be M − n hypersurfaces of degree

d in P
n(C) whose coefficients are chosen from coefficients of {Qj(z)}j∈R0 , such that

rank {{Qj(z)}j∈R0 ∪ {Tj(z)}
M−n
j=1 } = M + 1. Set

B(f) ≡

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Qr01
(f) · · · Qr0n+1

(f) T1(f) · · · TM−n(f)

Qr01
(f) · · · Qr0n+1

(f) T1(f) · · · TM−n(f)
...

...
...

...
...

...

Qr01
(f

[M ]
) · · · Qr0n+1

(f
[M ]

) T1(f
[M ]

) · · · TM−n(f
[M ]

)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

= |(e(z)× C̃(f))|,
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where e(z) is the coefficients matrix of {Qi(z)}i∈R0 ∪ {Ti(z)}
M−n
i=1 under the basis

{ei}
M
i=0.
By Lemma 3.5, there exists a function β which satisfies the following condition:

{

β‖f(z)‖d

|Qi(f)|

}q

i=1

≥ 1,

ˆ 2π

0

log β
(

re
√
−1φ
)

dφ = o(Tf(r)).

For any given z, we can rearrange the {Qj(f)(z)}
q
j=1 according to the increasing

order of their modulus as follows

|Qr1(f)(z)| ≤ |Qr2(f)(z)| ≤ · · · ≤ |Qrq(f)(z)|.

Now choose R = {r1, · · · , rN+1} ⊂ Q with ♯R = N +1, by Lemma 3.3 v) we get that
there exists one subset R0 = {r01, · · · , r

0
n+1} ⊂ R ⊂ Q with rank{Qi}i∈R0 = ♯R0 =

n+ 1, such that

(1)
∏

i∈R

(

β‖f(z)‖d

|Qi(f)|

)ωi

≤
∏

i∈R0

β‖f(z)‖d

|Qi(f)|
,

where {ωi}
q
i=1 are the Nochka weights. Let S = Q\R. Then by Lemma 3.5, it follows

that for the given z,

h1(z)‖f(z)‖
d ≤ max

i∈R
|Qi(f)(z)| ≤ min

j∈S
{|Qj(f)(z)|},

and by the way of taking the {Ti(f)}
M−n
i=1 in Lemma 3.4 and by Lemma 3.5 it gives

h2(z)‖f(z)‖
d ≤ max

{1,··· ,M−n}
|Ti(f)(z)| ≤ h3(z)‖f(z)‖

d,

where hypersurfaces Ti(f)(z) are of degree d in P
n(C) whose coefficients chosen from

coefficients of {Qj(z)}j∈R0 such that rank {{Qj(z)}j∈R0 ∪{Tj(z)}
M−n
j=1 } = M +1, and

h1, h2, h3 ∈ Cf . Then, we can get

‖f(z)‖d(
∑q

i=1 ωi)|B(f)|

|Q1 ◦ f(z)|ω1 · · · |Qq ◦ f(z)|ωq
=

‖f(z)‖d(
∑

i∈Q ωi)|B(f)|
∏

i∈Q |Qi(f(z))|ωi

=
‖f(z)‖d(

∑
i∈R ωi)‖f(z)‖d(

∑
i∈S ωi)|B(f)|

∏

i∈R |Qi(f(z))|ωi |
∏

i∈S |Qi(f(z))|ωi

=
|B(f)|

β
∑

i∈R ωi

∏

i∈R

(

β‖f(z)‖d

|Qi(f(z))|

)ωi
∏

i∈S

(

‖f(z)‖d

|Qi(f(z))|

)ωi

≤
|B(f)|

h1(z)
∑

i∈S ωiβ
∑

i∈R ωi

∏

i∈R

(

β‖f(z)‖d

|Qi(f(z))|

)ωi

,

this together with (1) implies that

‖f(z)‖d(
∑q

i=1 ωi)|B(f)|

|Q1 ◦ f(z)|ω1 · · · |Qq ◦ f(z)|ωq
≤

|e(z)| · |B0(f)|

h1(z)
∑

i∈S ωiβ
∑

i∈R ωi

(

βn+1‖f(z)‖d(n+1)

∏

i∈R0 |Qi(f(z))|

)

≤
βn+1|e(z)| · |B0(f)|.‖f(z)‖

d(M+1)

h1(z)
∑

i∈S ωiβ
∑

i∈R ωih3(z)M−n
∏

i∈R0 |Qi(f(z))|
∏M−n

i=1 |Ti(f(z))|
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=
βn+1|e(z)| · |B0(f)|.‖f(z)‖

d(M+1)

h1(z)
∑

i∈S ωiβ
∑

i∈R ωih3(z)M−n
∏

r0
i
∈R0 |Qr0i

(f
[i−1]

(z))|
∏M−n

i=1 |Ti(f
[n+i]

(z))|

·

∏

r0i∈R0 |Qr0i
(f

[i−1]
(z))|

∏M−n

i=1 |Ti(f
[n+i]

(z))|
∏

r0
i
∈R0 |Qr0i

(f(z))|
∏M−n

i=1 |Ti(f(z))|

for the given z. Set

SR =
βn+1|e(z)| · |B0(f)|

h1(z)
∑

i∈S ωiβ
∑

i∈R ωih3(z)M−n
∏

r0i∈R0 |Qr0i
(f

[i−1]
(z))|

∏M−n

i=1 |Ti(f
[n+i]

(z))|

=
K · |e(z)| · |B0(f)|

∏

r0i ∈R0 |Qr0i
(f

[i−1]
(z))|

∏M−n

i=1 |Ti(f
[n+i]

(z))|

where K ∈ Cf and

A =

∏

r0i ∈R0 |Qr0i
(f

[i−1]
(z))|

∏M−n

i=1 |Ti(f
[n+i]

(z))|
∏

r0
i
∈R0 |Qr0i

(f(z))|
∏M−n

i=1 |Ti(f(z))|
.

By the above inequality, we get that

(2) log(
‖f(z)‖d(

∑q
i=1 ωi)|B(f)|

|Q1(f(z))|ω1 · · · |Qq(f(z))|ωq
) ≤ log(‖f(z)‖d(M+1)) + log+ |SR|+ logA

for the given z.
For convenience, we set

gj−1(z) := Qr0
j
(f(z)), j ∈ {1, . . . , n+ 1},

gn+j(z) := Tj(f)(z), j ∈ {1, · · · ,M − n}.

Noting that all aiI(z) are c-periodic functions, we have

B0(f) =

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Qr01
(f) · · · Qr0n+1

(f) T1(f) · · · TM−n(f)

Qr01
(f) · · · Qr0n+1

(f) T1(f) · · · TM−n(f)
...

...
...

...
...

...

Qr01
(f

[M ]
) · · · Qr0n+1

(f
[M ]

) T1(f
[M ]

) · · · TM−n(f
[M ]

)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Qr01
(f) · · · Qr0n+1

(f) T1(f) · · · TM−n(f)

Qr01
(f) · · · Qr0n+1

(f) T1(f) · · · TM−n(f)
...

...
...

...
...

...

Qr01
(f)

[M ]
· · · Qr0n+1

(f)
[M ]

T1(f)
[M ]

· · · TM−n(f)
[M ]

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

:=

∣

∣

∣

∣

∣

∣

∣

∣

g0 · · · gn gn+1 · · · gM
g0 · · · gn gn+1 · · · gM
...

...
...

...
...

...
g0

[M ] · · · gn
[M ] gn+1

[M ] · · · gM
[M ]

∣

∣

∣

∣

∣

∣

∣

∣

,
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and thus

SR =

K ·

∣

∣

∣

∣

∣

∣

∣

∣

g0 · · · gn gn+1 · · · gM
g0 · · · gn gn+1 · · · gM
...

...
...

...
...

...
g0

[M ] · · · gn
[M ] gn+1

[M ] · · · gM
[M ]

∣

∣

∣

∣

∣

∣

∣

∣

g0 · g1 · · · gn
[n] · gn+1

[n+1] · · · gM
[M ]

=

K ·

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

1 g1
g0

· · · gn
g0

gn+1

g0
· · · gM

g0

1 g1
g0

· · · gn
g0

gn+1

g0
· · · gM

g0
...

...
...

...
...

...
...

1 g1
[M]

g0
[M] · · · gn

[M]

g0
[M]

gn+1
[M]

g0
[M] · · · gM

[M]

g0
[M]

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

( g1
g0
) · ( g2

[2]

g0
[2] ) · · · (

gM
[M]

g0
[M] )

=

K ·

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

1 1 · · · 1 1 · · · 1

1
(
g1
g0

)

(
g1
g0

)
· · ·

( gn
g0

)

( gn
g0

)

(
gn+1
g0

)

(
gn+1
g0

)
· · ·

(
gM
g0

)

(
gM
g0

)

...
...

...
...

...
...

...

1
(
g1

[M]

g0
[M]

)

(
g1
g0

)
· · ·

gn
[M]

g0
[M]

gn
g0

(
gn+1

[M]

g0
[M]

)

(
gn+1
g0

)
· · ·

(
gM

[M]

g0
[M]

)

(
gM
g0

)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(
g1
g0

)

(
g1
g0

)
·
(
g2

[2]

g0
[2]

)

(
g2
g0

)
· · ·

(
gM

[M]

g0
[M]

)

(
gM
g0

)

.

According to the characteristic function of holomorphic curves and noting that all
coefficients aiI(z) of the moving hypersurfaces {Qi(z)}

q
i=1 are slowly with respect to

f , we have

(3) T

(

r,
gi
gj

)

≤ dTf(r) + o(Tf (r)), i 6= j.

Then by the definition of hyperorder, we have ς2(
gi
gj
) ≤ ς2(f) < 1. Hence together

with (3), and noting K ∈ Cf , we can get from Lemma 3.1 that

(4)
1

2π

ˆ 2π

0

log+
∣

∣

∣
SR(re

√
−1θ)

∣

∣

∣
dθ = o

(

Tf (r)

r1−ς2(f)−ε

)

+ o(Tf(r)) = o(Tf(r))

for all r outside of a set of finite logarithmic measure E.
By the Jensen’s Formula, we have

ˆ 2π

0

logA
dθ

2π
=

ˆ 2π

0

log







∏

r0i∈R0

|Qr0i
(f

[i−1]
(z))|

M−n
∏

i=1

|Ti(f
[n+i]

(z))|







dθ

2π

−

ˆ 2π

0

log







∏

r0i∈R0

|Qr0i
(f(z))|

M−n
∏

i=1

|Ti(f(z))|







dθ

2π



The second main theorem for holomorphic curves intersecting hypersurfaces 991

=
∑

r0i ∈R0

ˆ 2π

0

log
∣

∣

∣
Qr0i

(f
[i−1]

(z))
∣

∣

∣

dθ

2π
+

M−n
∑

i=1

ˆ 2π

0

log
∣

∣

∣
Ti(f

[n+i]
(z))

∣

∣

∣

dθ

2π

−
∑

r0i ∈R0

ˆ 2π

0

log
∣

∣

∣
Qr0i

(f(z))
∣

∣

∣

dθ

2π
−

M−n
∑

i=1

ˆ 2π

0

log |Ti(f(z))|
dθ

2π

=
∑

r0i ∈R0

N



r,
1

Qr0i
(f

[i−1]
)



+

M−n
∑

i=1

N

(

r,
1

Ti(f
[n+i]

)

)

−
∑

r0i ∈R0

N

(

r,
1

Qr0i
(f)

)

−
M−n
∑

i=1

N

(

r,
1

Ti(f)

)

+O(1)

=
∑

r0i ∈R0

N

(

r + (i− 1)|c|,
1

Qr0i
(f)

)

+
M−n
∑

i=1

N

(

r + (n+ i)|c|,
1

Ti(f)

)

−
∑

r0i ∈R0

N

(

r,
1

Qr0i
(f)

)

−
M−n
∑

i=1

N

(

r,
1

Ti(f)

)

+O(1).

Furthermore, by the Jensen’s Formula and the definition of characteristic function,
we get that for any j ∈ {1, 2, . . . , q},

N(r,
1

Qj(f)
) =

ˆ 2π

0

log
∣

∣

∣
Qj(f)(re

√
−1θ)

∣

∣

∣

dθ

2π
+O(1)

≤

ˆ 2π

0

log
∥

∥

∥
f(re

√
−1θ)

∥

∥

∥

d dθ

2π
+

ˆ 2π

0

log
∥

∥

∥
Qj(re

√
−1θ)

∥

∥

∥

dθ

2π
+O(1)

= dTf (r) + o(Tf (r)),

and thus

λ2(Qj(f)) = lim sup
r→∞

log+ log+N
(

r, 1
Qj(f)

)

log r
≤ ς2(f) < 1.

Recall that from Lemma 3.5 we have

max
j=1,...,M−n

|Tj(f)(z)| ≤ h3(z)‖f(z)‖
d,

where h3(z) ∈ Cf . This gives from Jensen’s Formula again that

N(r,
1

Tj(f)
) =

ˆ 2π

0

log
∣

∣

∣
Tj(f)(re

√
−1θ)

∣

∣

∣

dθ

2π
+O(1)

≤

ˆ 2π

0

log
∥

∥

∥
f(re

√
−1θ)

∥

∥

∥

d dθ

2π
+

ˆ 2π

0

log h3

(

re
√
−1θ
) dθ

2π
+O(1)

= dTf(r) + o(Tf(r)),

and thus

λ2(Tj(f)) = lim sup
r→∞

log+ log+ N
(

r, 1
Tj(f)

)

log r
≤ ς2(f) < 1.
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Hence by [9, Lemma 8.3], we get that for any j ∈ {1, . . . , n+1} and i ∈ {1, . . . ,M−n},

N

(

r + (j − 1)|c|,
1

Qr0j
(f)

)

≤ N

(

r,
1

Qr0j
(f)

)

+ o





N(r, 1
Q

r0
j
(f)

)

r
1−λ2(Qr0

j
(f))−ε





≤ N

(

r,
1

Qr0j
(f)

)

+ o(Tf(r))

and

N

(

r + (i+ n)|c|,
1

Ti(f)

)

≤ N

(

r,
1

Ti(f)

)

+ o

(

N(r, 1
Ti(f)

)

r1−λ2(Ti(f))−ε

)

≤ N

(

r,
1

Ti(f)

)

+ o(Tf(r)).

Therefore, we obtain

(5)

ˆ 2π

0

logA(re
√
−1θ)

dθ

2π
= o(Tf (r)).

On the other hand,

ˆ 2π

0

log

(

‖f(re
√
−1θ)‖

d(
∑q

i=1 ωi)
|B(f)|

|Q1(f(re
√
−1θ))|ω1 · · ·Qq(f(re

√
−1θ))|ωq

)

dθ

2π

= d

(

q
∑

j=1

ωj

)

ˆ 2π

0

log
∥

∥

∥
f(re

√
−1θ)

∥

∥

∥

dθ

2π
+

ˆ 2π

0

log|B(f)|
dθ

2π

−

q
∑

j=1

ωj

ˆ 2π

0

log
∣

∣

∣
Qj(f)(re

√
−1θ)

∣

∣

∣

dθ

2π
+O(1)

= d

(

q
∑

j=1

ωj

)

ˆ 2π

0

log
∥

∥

∥
f(re

√
−1θ)

∥

∥

∥

dθ

2π
+

ˆ 2π

0

log|C̃(f)|
dθ

2π

+ o(Tf(r))−

q
∑

j=1

ωj

ˆ 2π

0

log
∣

∣

∣
Qj(f)(re

√
−1θ)

∣

∣

∣

dθ

2π
.

Now combining this with (2), (4) and (5), we get from the definition of characteristic
function and the Jensen’s Formula that

d

(

q
∑

j=1

ωj

)

Tf (r) ≤ d(M +1)Tf(r) +

q
∑

j=1

ωjN

(

r,
1

Qj(f)

)

−N

(

r,
1

C̃(f)

)

+ o(Tf(r))

for all r 6∈ E. By Lemma 3.3, we have ωj ≤ ω̃ ≤ n
N

. Then the above inequality gives
(

q −
(M + 1)(2N − n+ 1)

n+ 1

)

Tf (r)

≤
1

d

q
∑

j=1

N

(

r,
1

Qj(f)

)

−
n

dN
N

(

r,
1

C̃(f)

)

+ o(Tf(r))

for all r 6∈ E.
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We now prove the theorem in the general case where degQj = dj. Note that

hypersurfaces Q
d
dj (j = 1, · · · , q) have the common degree d. Then by the above

discussion we can get
(

q −
(M + 1)(2N − n+ 1)

n+ 1

)

Tf (r)

≤
1

d

q
∑

j=1

N






r,

1

Q
d
dj

j (f)






−

n

dN
N

(

r,
1

C̃(f)
+ o(Tf (r)

)

=

q
∑

j=1

1

dj
N

(

r,
1

Qj(f)

)

−
n

dN
N

(

r,
1

C̃(f)

)

+ o(Tf (r))

for all r 6∈ E. Hence, we completely prove the theorem.

5. Proof of Theorem 1.2

Before proving Theorem 1.2, we introduce the following result due to Korhonen,
Li and Tohge.

Lemma 5.1. [10] Let f be a holomorphic curve of C into P
n(C), let n ∈ N,

q > n and let

aj(z) = (aj0(z), · · · , ajn(z)), j ∈ {1, · · · , q},

where ajk(z) are c-periodic entire functions satisfying T (r, ajk(z)) = o(Tf (r)) for all
j, k ∈ {1, · · · , q}. If the (moving) hyperplanes

Hj(z) =

{

[x0 : · · · : xn] :

n
∑

i=0

ajixi = 0

}

, j ∈ {1, · · · , q},

are located in general position. Then, we have
q
∑

j=1

N

(

r,
1

Hj(f)(z)

)

−N

(

r,
1

C(f)

)

≤

q
∑

j=1

Ñ
[n,c]
f

(

r,
1

Hj(f)(z)

)

+ o(Tf (r)).

Next, we give an extension of Lemma 5.1 to the case for moving hypersurfaces
in N -subgeneral position.

Lemma 5.2. Let f be a holomorphic curve of C into P
n(C). Let {Qj(z)}

q
j=1

be c-periodic slowly moving hypersurfaces of Pn(C) with respect to f in (weakly)
N -subgeneral position with degree dj(1 ≤ j ≤ q). Let the least common multiple
d = lcm(d1, · · · , dq) and M = (n+d

d )− 1. Then, we have

q
∑

j=1

d

dj
N

(

r,
1

Qj(f)

)

−N

(

r,
1

C̃(f)

)

≤

q
∑

j=1

d

dj
Ñ

[M,c]
f

(

r,
1

Qj(f)(z)

)

+ o(Tf(r)).

Proof. Firstly, we may assume that the homogeneous moving hypersurfaces
{Qj}

q
j=1 are homogeneous polynomials of degree d in N -subgeneral position in P

n(C)
in C[x0, · · · , xn].

Since {Qj(z)}
q
j=1 are in N -subgeneral position, we can find set R ⊂ {1, 2, · · · , q}

such that N+1 = ♯R = rank{Qj(z)}j∈R. So we may assume rank{Qj(z)}
N+1
j=1 = N+1.

By Lemma 3.4, we can find M −N moving hypersurfaces such that

rank{{Qj(z)}
N+1
j=1 ∪ {Ti(z)}

M+1
i=N+2} = M + 1.
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Case 1: N < M . We may now assume that z0 is an M-successive c-separated
zero of Qj(f), 1 ≤ j ≤ N + 1. Now, there are integers mj(≥ 0) and holomorphic
functions hjk(z) in a neighborhood U of z0 such that

(6) Qj(f)(z + kc) = (z − z0)
mjhjk(z),

for 1 ≤ j ≤ N + 1, 0 ≤ k ≤ M , and that

(7) Tj(f)(z + kc) = (z − z0)
mjhjk(z),

for N + 2 ≤ j ≤ M + 1, 0 ≤ k ≤ M . Clearly, mj = 0 whenever either Qj(f)(z0) 6= 0
or Tj(f)(z0) 6= 0. Write

Qj(f)(z) =
M
∑

k=0

ajk(z)f
Ik , Tj(f)(z) =

M
∑

k=0

bjk(z)f
Ik ,

where Ik ∈ Jd, ajk(z) and bjk are c-periodic entire functions and small with respect
to f , then it follows that

A1 =











Q1(f) Q2(f) · · · QN+1(f) TN+2(f) · · · TM+1(f)
Q1(f) Q2(f) · · · QN+1(f) TN+2(f) · · · TM+1(f)

...
...

...
...

...
...

...

Q1(f
[M ]

) Q2(f
[M ]

) · · · QN+1(f
[M ]

) TN+2(f
[M ]

) · · · TM+1(f
[M ]

)











,

A2 =



















a10(z) a11(z) · · · a1M (z)
...

...
...

...
a(N+1)0(z) a(N+1)1(z) · · · a(N+1)M (z)
b(N+2)0(z) b(N+2)1(z) · · · b(N+2)M (z))

...
...

...
...

b(M+1)0(z) b(M+1)1(z) · · · b(M+1)M (z))



















,

such that

detA1 = C̃(f) · detA2.

Since rank{Qj(z)}
N+1
j=1 ∪ {Ti(z)}

M+1
i=N+2 = M + 1, it is clear that A2 is invertible and

that T (r, (detA2)
−1) = o(Tf(r)). The cases where z0 is a zero of det(A−1

2 ) can
therefore be incorporated in the error term o(Tf (r)). Hence, by (6) and (7) we have

C̃(f) =
M
∏

j=1

(z − z0)
mjh(z),

where h(z) is a holomorphic function defined on U . Thus C̃(f) vanishes at z0 with
order at least

∑q

j=1mj . This, by going through all points z0 ∈ C, together with

definitions of N(r, 1
Qj(f)

), N(r, 1
C̃(f)

) and Ñ
[M,c]
f (r, 1

Q(f)(z)
) implies the assertion

q
∑

j=1

N

(

r,
1

Qj(f)(z)

)

−N

(

r,
1

C̃(f)

)

≤

q
∑

j=1

Ñ
[M,c]
f

(

r,
1

Qj(f)(z)

)

+ o(Tf(r)).

Case 2: N ≥ M . Let gk := f Ik , 0 ≤ k ≤ M , Ik ∈ Jd, and g := [g0 : g1 : · · · : gM ].
Then g is a holomorphic curve from C → P

M(C). According to the definition of the
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Nevanlinna–Cartan’s characteristic function,

Tg(r) =

ˆ 2π

0

log max
0≤j≤M

{|f Ij(re
√
−1θ)|}

dθ

2π
+O(1)

=

ˆ 2π

0

log max
0≤j≤M

{|gj(re
√
−1θ)|}

dθ

2π
+O(1)

≤

ˆ 2π

0

log max
0≤j≤n

{|fj(re
√
−1θ)|d}

dθ

2π
+O(1)

= dTf(r) +O(1).

Set Hj(g) :=
∑M

k=0 ajk(z)gk for j = 1, · · · , q. Thus the moving hypersurfaces
{Qj(f)}

q
j=1 induce moving hyperplanes {Hj(f)}

q
j=1 which are of M + 1 dimension.

Now we can always find a set of hypersurfaces {Qj}j∈R where R ⊂ {1, 2, · · · , q}
with ♯R = M + 1 = rank{Qj}j∈R, which induce moving hyperplanes {Hj}j∈R. Then
moving hyperplanes {Hj(z)}j∈R are in general position in P

M(C). By Lemma 5.1,
we have

q
∑

j=1

N

(

r,
1

Qj(f)(z)

)

−N

(

r,
1

C̃(f)

)

=

q
∑

j=1

N +

(

r,
1

Hj(g)(z)

)

−N

(

r,
1

C(g)

)

≤

q
∑

j=1

Ñ [M,c]
g

(

r,
1

Hj(g)(z)

)

+ o(Tg(r))

=

q
∑

j=1

Ñ
[M,c]
f

(

r,
1

Qj(f)(z)

)

+ o(Tf(r)).

Secondly, we prove the lemma in the general case where degQj = dj . Note

that hypersurfaces Q
d
dj (j = 1, · · · , q) have the common degree d. From the above

discussion, we have

q
∑

j=1

N






r,

1

Q
d
dj

j (f)






−N

(

r,
1

C̃(f)

)

≤

q
∑

j=1

Ñ
[M,c]
f






r,

1

Q
d
dj

j (f)(z)






+ o(Tf(r)),

that is
q
∑

j=1

d

dj
N

(

r,
1

Qj(f)

)

−N

(

r,
1

C̃(f)

)

≤

q
∑

j=1

d

dj
Ñ

[M,c]
f

(

r,
1

Qj(f)(z)

)

+ o(Tf(r)).

Therefore, the lemma is proved. �

The proof of Theorem 1.2. By Theorem 1.1 and Lemma 5.2 we have
(

q −
(M + 1)(2N − n + 1)

n+ 1

)

Tf (r)

≤

q
∑

j=1

1

dj
N

(

r,
1

Qj(f)

)

−
n

dN
N

(

r,
1

C̃(f)

)

+ o(Tf(r))

≤

q
∑

j=1

1

dj
Ñ

[M,c]
f

(

r,
1

Qj(f)(z)

)

+
N − n

dN
N

(

r,
1

C̃(f)

)

+ o(Tf(r))

for all r 6∈ E. �
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