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#### Abstract

The purpose of this paper is to investigate the asymptotical dynamics of solutions for a non-autonomous stochastic evolution equations driven by a non-local integro-differential operator $\mathcal{L}_{K}$ defined by $$
\mathcal{L}_{K} u(x)=P . V . \int_{\mathbf{R}^{N}}(u(x)-u(y)) K(x-y) d y, \quad x \in \mathbf{R}^{N},
$$ where $K: \mathbf{R}^{N} \backslash\{0\} \rightarrow(0,+\infty)$ is the kernel of $\mathcal{L}_{K}$ which satisfies the general fractional-type condition of order $s$. It is showed that the $(2 p-2)$-truncation of solutions on a finite integral interval vanishes if the initial time goes to negative infinite and the eigenvalue of $\mathcal{L}_{K}$ is large enough. By means of this truncation estimate and the spectrum splitting technique, the flattening condition of solutions is proved in the fractional-type Sobolev space $X_{0}^{s}$, under a weak assumption on the non-autonomous term. Then, the regular dynamics of the cocycle associated with this problem are demonstrated, namely, that the pullback attractor established in $L^{2}(\mathcal{O})$ is actually compact, measurable and attracting in the fractional-type space $X_{0}^{s}$ for any $s \in(0,1)$ and $N>2 s$. As a typical example, we derive the random dynamics for the problem driven by the fractional Laplacian $(-\Delta)^{s}$.


## 1. Introduction

In recent years, a huge volume of literature focus on the problems involving the fractional and non-local operators, since such type of operators arise from a diverse scientific fields, such as fluid mechanics, biology, finance, optimization, quantum theory and etc. For a survey of this topic, the reader is referred to [7, 20].

Let $\mathcal{O} \subset \mathbf{R}^{N}$ be an open and bounded domain with Lipschitz boundary. In this article, we are interested in the asymptotical dynamics (in the form of pullback attractor) of solutions of the non-autonomous stochastic general integro-differential equation on $\mathcal{O}$ :

$$
\begin{equation*}
\frac{d u}{d t}+\mathcal{L}_{K} u=F(t, x, u)+g(t, x)+\phi(x) \dot{W}(t), \quad t>\tau, x \in \mathcal{O}, \tag{1.1}
\end{equation*}
$$

with the homogeneous Dirichlet boundary condition

$$
\begin{equation*}
u(t, x)=0, \quad t>\tau, x \in \mathbf{R}^{N} \backslash \mathcal{O} \tag{1.2}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
u(\tau, x)=u_{\tau}, \quad x \in \mathcal{O}, \tag{1.3}
\end{equation*}
$$

[^0]where $\tau \in \mathbf{R}, g \in L_{l o c}^{2}\left(\mathbf{R}, L^{2}(\mathcal{O})\right)$. Throughout this paper, $W(t)$ is a two-sided realvalued Brownian motion defined on a probability space, $F: \mathbf{R} \times \mathcal{O} \times \mathbf{R} \rightarrow \mathbf{R}$ is a continuous function, $\phi$ is a given function on $\mathbf{R}^{N}$ satisfying some conditions as specified in the latter section, and $\mathcal{L}_{K}$ is the non-local integro-differential operator of order $s$ suggested in [24] and defined as follows:
\[

$$
\begin{align*}
\mathcal{L}_{K} u(x) & =P . V \cdot \int_{\mathbf{R}^{N}}(u(x)-u(y)) K(x-y) d y \\
& =\lim _{\varepsilon \searrow 0} \int_{\mathbf{R}^{N} \backslash \mathcal{B}_{\varepsilon}(x)}(u(x)-u(y)) K(x-y) d y, \quad x \in \mathbf{R}^{N}, \tag{1.4}
\end{align*}
$$
\]

where $\mathcal{B}_{\varepsilon}(x)$ is a ball in $\mathbf{R}^{N}$ centred at $x$ with radius $\varepsilon, P . V$. means the principal value of the integral, and the kernel $K: \mathbf{R}^{N} \backslash\{0\} \rightarrow(0,+\infty)$ is a measurable function satisfying

$$
\begin{align*}
& m K \in L^{1}\left(\mathbf{R}^{N}\right), \text { where } m(x)=\min \left\{1, x^{2}\right\},  \tag{1.5}\\
& K(x)=K(-x) \text { for any } x \in \mathbf{R}^{N} \backslash\{0\}, \tag{1.6}
\end{align*}
$$

and there exists $\theta>0$ such that

$$
\begin{equation*}
K(x) \geqslant \theta|x|^{-(N+2 s)} \text { for any } x \in \mathbf{R}^{N} \backslash\{0\} \tag{1.7}
\end{equation*}
$$

where $s \in(0,1)$ and $N>2 s$. Condition (1.6) is assumed for sake of simplicity and it can be easily removed (cf. [26]).

We emphasize that the Dirichlet datum $u=0$ in (1.2) is given in $\mathbf{R}^{N} \backslash \mathcal{O}$ instead of simply $u=0$ on the boundary $\partial \mathcal{O}$, which is consistent with the non-local character of the integro-differential operator $\mathcal{L}_{K}$, see the interpretation as in [24, 26, 25].

A typical example for $K$ is the singular kernel $K(x)=|x|^{-(N+2 s)}$. In this case, $\mathcal{L}_{K} u=(-\Delta)^{s} u$ is called the fractional Lapalcian operator. Up to a normalization factor, this operator is defined as

$$
\begin{equation*}
(-\Delta)^{s} u(x)=\text { P.V. } \int_{\mathbf{R}^{N}} \frac{u(x)-u(y)}{|x-y|^{n+2 s}} d y=\lim _{\varepsilon \searrow 0} \int_{\mathbf{R}^{N} \backslash \mathcal{B}_{\varepsilon}(x)} \frac{u(x)-u(y)}{|x-y|^{n+2 s}} d y, x \in \mathbf{R}^{N} . \tag{1.8}
\end{equation*}
$$

Then, the general no-local integro-differential equation (1.1) is reduced to the following usual fractional Laplacian equation:

$$
\begin{equation*}
\frac{d u}{d t}+(-\Delta)^{s} u=F(t, x, u)+g(t, x)+\phi(x) \dot{W}(t) \tag{1.9}
\end{equation*}
$$

where $s \in(0,1), N>2 s$.
We can list a large volume of literature about the equations involving such fractional Lapalcian, see e.g. $[9,12,20,21,22,35]$ and the references therein, where the existence of solutions was extensively investigated. However, so far as we know, the asymptotic behavior of solutions for evolution equations with non-local fractional operator are not well studied. Even in the random case, there are only a few publications $[13,17,19,18,29]$ in this aspect, where the authors discussed the existence of random attractor for stochastic fractional reaction-diffusion equations like (1.9) and the fractional complex Ginzburg-Landau equations, respectively. To the best of our knowledge, there is no literature to discuss the long-time dynamical behavior for the stochastic model involving the general non-local operator defined by (1.4). Just as mentioned in [26], it is quite interesting to consider more general operators than the fractional Laplacian, since in the applications, other type of non-local operators naturally arise.

In this paper, we investigate the asymptotical dynamics and prove that the nonautonomous general model (1.1)-(1.3) has a unique pullback attractor in $L^{2}(\mathcal{O})$ for all $s \in(0,1)$ and $N>2 s$, see Theorem 4.5. We show that the ( $2 p-2$ )-truncation of solutions on a finite integral interval vanishes if the initial time goes to negative infinite and the eigenvalue of $\mathcal{L}_{K}$ is large enough. The spectrum of the non-local operator $\mathcal{L}_{K}$ is employed by a spectrum splitting approach to obtain the flattening condition of solutions. Then the asymptotically regular dynamics of the model (1.1)(1.3) is demonstrated by a pullback attractor derived in a fractional Sobolev space $X_{0}^{s}$ for all $s \in(0,1)$ and $N>2 s$, see Theorem 5.7. As a typical example, we derive the random dynamics of the fractional reaction-diffusion equations driven by the fractional Laplacian $(-\Delta)^{s}$. Thus the results presented here are new even in the fractional Laplacian case.

We remark that a non-local integro-differential equation containing a kernel different from (1.5) and (1.7) was considered in [8], where the symbolic dynamics was fist studied in a fractional operator setting.

## 2. Preliminary results and notations

In this paper, we consider the general integro-differential equation (1.1). For this, the usual fractional Sobolev space $H^{s}\left(\mathbf{R}^{N}\right)$ or $H^{s}(\mathcal{O})$ (cf. [7]) is not enough. We will work in a functional analytical setting. To this purpose, we present some preliminary results and the fractional-type Sobolev spaces related to the kernel $K($.$) , which will$ be used in the paper.
2.1. The fractional-type Sobolev space with kernel $\boldsymbol{K}($.$) . Let s \in(0,1)$. Define

$$
\begin{equation*}
2_{s}^{*}=\frac{2 N}{N-2 s}, \quad \text { if } N>2 s \tag{2.1}
\end{equation*}
$$

which plays the role of a fractional critical Sobolev exponent (cf. [7]). It is clear that $2<2_{s}^{*}=\frac{2 N}{N-2 s}<\frac{2 N}{N-2}=2^{*}$, where the later is the integer critical Sobolev exponent.

Let $X^{s}$ be the linear space of Lebesgue measurable functions form $\mathbf{R}^{N}$ to $\mathbf{R}$ such that the restriction to $\mathcal{O}$ of any function $u$ in $X^{s}$ belongs to $L^{2}(\mathcal{O})$ and

$$
\begin{equation*}
\int_{Q}|u(x)-u(y)|^{2} K(x-y) d x d y<+\infty \tag{2.2}
\end{equation*}
$$

where $Q=\mathbf{R}^{2 N} \backslash \mathcal{O}^{c} \times \mathcal{O}^{c}$ with $\mathcal{O}^{c}=\mathbf{R}^{N} \backslash \mathcal{O}$. We note that $Q \supsetneqq \mathcal{O} \times \mathcal{O}$ in general. The space $X^{s}$ is equipped with the norm defined as

$$
\begin{equation*}
\|u\|_{X^{s}}^{2} \triangleq\|u\|_{L^{2}(\mathcal{O})}^{2}+\int_{Q}|u(x)-u(y)|^{2} K(x-y) d x d y . \tag{2.3}
\end{equation*}
$$

It is easy to say that $\|\cdot\|_{X^{s}}$ defined by (2.3) is a norm on $X^{s}$ (see [24]) which is equivalent to the following version

$$
\|u\|_{X^{s}} \triangleq\|u\|_{L^{2}(\mathcal{O})}+\left(\int_{Q}|u(x)-u(y)|^{2} K(x-y) d x d y\right)^{\frac{1}{2}}
$$

Define

$$
\begin{equation*}
X_{0}^{s} \triangleq\left\{u \in X^{s}: u=0 \text { a.e. in } \mathbf{R}^{N} \backslash \mathcal{O}\right\} \tag{2.4}
\end{equation*}
$$

In terms of the condition (1.5), we have $C_{0}^{2}(\mathcal{O}) \subset X_{0}^{s}(c f$. [20, Lemma 1.20]) and consequently $X_{0}^{s}$ and $X^{s}$ are nonempty. The space $X_{0}^{s}$ is equipped with the norm
defined as

$$
\begin{align*}
\|u\|_{X_{0}^{s}}^{2} & \triangleq \int_{Q}|u(x)-u(y)|^{2} K(x-y) d x d y \\
& =\int_{\mathbf{R}^{2 N}}|u(x)-u(y)|^{2} K(x-y) d x d y, \quad u \in X_{0}^{s} \tag{2.5}
\end{align*}
$$

For $u \in X_{0}^{s}$, the integral on the state space $Q$ can be extended to $\mathbf{R}^{2 N}$ as in [25, Lemma 5,b)]. Moreover, $\left(X_{0}^{s},\|\cdot\|_{X_{0}^{s}}^{s}\right)$ is a Hilbert space with the inner product

$$
\begin{equation*}
(u, v)_{X_{0}^{s}} \triangleq\left(\mathcal{L}_{K} u, v\right) \triangleq \int_{Q}(u(x)-u(y))(v(x)-v(y)) K(x-y) d x d y \tag{2.6}
\end{equation*}
$$

and the norm given by (2.5) is equivalent to the usual one defined by (2.3) (cf. [24, Lemma 7]). We also give the usual fractional Sobolev space $H^{s}(\mathcal{O})$ endowed with the so-called Gagliardo norm

$$
\begin{equation*}
\|u\|_{H^{s}(\mathcal{O})}^{2} \triangleq\|u\|_{L^{2}(\mathcal{O})}^{2}+\int_{\mathcal{O} \times \mathcal{O}} \frac{|u(x)-u(y)|^{2}}{\mid\left(x-\left.y\right|^{N+2 s}\right.} d x d y . \tag{2.7}
\end{equation*}
$$

For further detailed information on the fractional Sobolev spaces $H^{s}(\mathcal{O})$ and $H^{s}\left(\mathbf{R}^{N}\right)$ for $s \in(0,1)$, the reader is referred to $[7]$ and the references therein.

We remark that, even in the model case in which $k(x)=|x|^{-(N+2 s)}$, the norms in (2.3) and (2.7) are not identical nor equivalent, because $\mathcal{O} \times \mathcal{O}$ is strictly contained in $Q$. This makes the usual fractional Sobolev space approach not sufficient for studying the problem (1.1)-(1.3), especially for the regularity of the solutions [24]. For this, we need the following non-local functional analytic results which formulates the embedding of the space $X_{0}^{s}$ into the usual Lebesgue spaces. They are adapted from Lemma 7-9 in [26].

Lemma 2.1. [26] Let $s \in(0,1), N>2 s, \mathcal{O}$ be an open and bounded domain of $\mathbf{R}^{N}$ and $K: \mathbf{R}^{N} \backslash\{0\} \rightarrow(0, \infty)$ be a measurable function satisfying the conditions (1.5)-(1.7). Then the following assertions hold true:
(i) $X_{0}^{s} \subset H^{s}\left(\mathbf{R}^{N}\right)$ and in addition, there exist a positive constant $c(\theta)$ depending on $\vartheta$ (which is given in (1.7) and $c(\theta, N, s, \mathcal{O})$ depending on $\theta, N, s$ and $\mathcal{O}$ such that for any $u \in X_{0}^{s}$,

$$
\|u\|_{H^{s}(\mathcal{O})} \leqslant\|u\|_{H^{s}\left(\mathbf{R}^{N}\right)} \leqslant c(\theta)\|u\|_{X^{s}} \leqslant c(\theta, N, s, \mathcal{O})\|u\|_{X_{0}^{s}} ;
$$

(ii) Let $k(x)=|x|^{-(N+2 s)}$. Then $X_{0}^{s}=\left\{u \in H^{s}\left(\mathbf{R}^{N}\right): u=0\right.$ a.e. in $\left.\mathbf{R}^{N} \backslash \mathcal{O}\right\}$;
(iii) The embedding $X_{0}^{s} \hookrightarrow L^{q}(\mathcal{O})$ is continuous for any $q \in\left[2,2_{s}^{*}\right]$;
(iv) If $\mathcal{O}$ has a Lipschitz boundary, then the embedding $X_{0}^{s} \hookrightarrow L^{q}(\mathcal{O})$ is compact whenever $q \in\left[2,2_{s}^{*}\right)$.
Remark 1. The compact embedding is closely related to the regularity of the boundary of state space $\mathcal{O}$. As in [26], the Lipschitz boundary in Lemma 2.1 (iv) can be weakened to the continuous boundary, based on [10, Theorem 6]. A simple example of domain with continuous boundary is the ball in $\mathbf{R}^{N}$ and its complement.
2.2. The eigenvalues and eigenfunctions of the non-local operator $\mathcal{L}_{K}$. For our purpose, we need to consider the following eigenvalue problem

$$
\begin{cases}\mathcal{L}_{K}=\lambda u, & \text { in } \mathcal{O}  \tag{2.8}\\ u=0, & \text { in } \mathbf{R}^{N} \backslash \mathcal{O}\end{cases}
$$

where $s \in(0,1), N>2 s, \mathcal{O}$ is an open and bounded domain of $\mathbf{R}^{N}$ and $K$ satisfies (1.5)-1.7). More precisely, the problem (2.8) is understood in the weak framework, which is rephrased as the following eigenvalue problem: Finding $u \in X_{0}^{s}$, such that

$$
\begin{equation*}
\int_{\mathbf{R}^{2 N}}\left(u(x)-u(y)(h(x)-h(y)) K(x-y) d x d y=\lambda \int_{\mathcal{O}} u(x) h(x) d x, \quad \forall h \in X_{0}^{s}\right. \tag{2.9}
\end{equation*}
$$

The following results, which are adapted from [25], are concerning with the eigenvalue and the corresponding eigenfunction of the problem (2.8) (in fact, of its weak version (2.9)).

Lemma 2.2. ([25]) Let $s \in(0,1), N>2 s, \mathcal{O}$ be an open and bounded domain of $\mathbf{R}^{N}$ and $K: \mathbf{R}^{N} \backslash\{0\} \rightarrow(0, \infty)$ be a measurable function satisfying the conditions (1.5)-(1.7). Then the following assertions hold true:
(i) The first eigenvalue can be characterized as follows

$$
\lambda_{1}=\min _{u \in X_{0}^{s} \backslash\{0\}} \frac{\int_{\mathbf{R}^{2 N}}|u(x)-u(y)|^{2} K(x-y) d x d y}{\int_{\mathcal{O}}|u(x)|^{2} d x}
$$

Moreover, there exists a non-negative eigenfunction $e_{1} \in X_{0}^{s}$ corresponding to $\lambda_{1}$ with $\left\|e_{1}\right\|_{L^{2}(\mathcal{O})}=1$, such that

$$
\lambda_{1}=\int_{\mathbf{R}^{2 N}}\left|e_{1}(x)-e_{1}(y)\right|^{2} K(x-y) d x d y
$$

(ii) The problem (2.9) has a family of eigenfunctions $\left\{e_{j}\right\}_{j \in \mathbf{N}}$ such that $\left\{e_{j}\right\}_{j \in \mathbf{N}}$ is an orthonormal basis of $L^{2}(\mathcal{O})$ and an orthonormal basis of $X_{0}^{s}$, and the corresponding eigenvalues $\left\{\lambda_{j}\right\}_{j \in \mathbf{N}}$ satisfies

$$
0<\lambda_{1} \leqslant \lambda_{2} \leqslant \ldots \leqslant \lambda_{j} \rightarrow \infty, \quad \text { as } j \rightarrow \infty
$$

Moreover, each eigenvalue $\lambda_{j}$ has finite multiplicity.
Moreover, for any $j \in \mathbf{N}$, the eigenvalues can be characterized as follows:

$$
\lambda_{k+1}=\min _{u \in \mathbf{P}_{k+1} \backslash\{0\}} \frac{\int_{\mathbf{R}^{2 N}}|u(x)-u(y)|^{2} K(x-y) d x d y}{\int_{\mathcal{O}}|u(x)|^{2} d x}
$$

where $\mathbf{P}_{k+1}=\left\{u \in X_{0}^{s}:\left\langle u, e_{j}\right\rangle_{X_{0}^{s}}=0, \forall j=1,2, \ldots, k\right\}$. In addition, for any $k \in \mathbf{N}$, there exists a non-negative eigenfunction $e_{k+1} \in \mathbf{P}_{k+1}$ corresponding to the eigenvalue $\lambda_{k+1}$ with $\left\|e_{k+1}\right\|_{L^{2}(\mathcal{O})}=1$, such that

$$
\begin{equation*}
\lambda_{k+1}=\int_{\mathbf{R}^{2 N}}\left|e_{k+1}(x)-e_{k+1}(y)\right|^{2} K(x-y) d x d y \tag{2.10}
\end{equation*}
$$

Throughout this paper, we assume that $s \in(0,1)$ and $N>2 s$.
2.3. Pullback attractor for random cocycle. In this section, we present the notion of pullback attractor and its existence result for the random cocycle. The reader is referred to $[1,3,5,4,23,28,27]$ for more details.

Let ( $X, d_{X}$ ) be a Polish spaces (completely separable metric space) with the $\sigma$ algebras $\mathcal{B}(X)$ of Borel subsets. Let $(\Omega, \mathcal{F}, P)$ be a probability space on which there is a $(\mathcal{B}(\mathbf{R}) \times \mathcal{F}, \mathcal{F})$-measurable mapping $\vartheta_{t}: \mathbf{R} \times \Omega \rightarrow \Omega$ such that $\vartheta_{0}=I, \vartheta_{t+\tau}=\vartheta_{t} \circ \vartheta_{\tau}$ and $\vartheta_{t} P=P$ for all $t, \tau \in \mathbf{R}$. The quadruple $\left(\Omega, \mathcal{F}, P,\left\{\vartheta_{t}\right\}_{t \in \mathbf{R}}\right)$ is called a metric (or measurable) dynamical system (briefly, MDS $\vartheta$ ).

Let $\mathbf{R}^{+}=\{t \in \mathbf{R}: t \geqslant 0\}$ and $2^{X}$ be the collection of all subsets of $X$.

Definition 2.3. Let $D: \mathbf{R} \times \Omega \rightarrow 2^{X} \backslash \emptyset ; D:(\tau, \omega) \rightarrow D(\tau, \omega) \in 2^{X}$ be a setvalued mapping. We say $D:(\tau, \omega) \rightarrow D(\tau, \omega)$ is measurable with respect to $\mathcal{F}$ (briefly, measurable) in $X$ if for every fixed $x \in X$ and $\tau \in \mathbf{R}$, the mapping

$$
\omega \rightarrow d_{X}(x, D(\tau, \omega))=\inf _{z \in D(\tau, \omega)} d_{X}(x, z)
$$

is $(\mathcal{F}, \mathcal{B}(\mathbf{R}))$-measurable. If $D$ is measurable, then the family of its images $D=$ $\{D(\tau, \omega): \tau \in \mathbf{R}, \omega \in \Omega\}$ is also called a random set. If for every fixed $\tau \in \mathbf{R}$ and $\omega \in \Omega$, the image $D(\tau, \omega)$ is closed (resp. compact) in $X$, then the family $D=\{D(\tau, \omega): \tau \in \mathbf{R}, \omega \in \Omega\}$ is called a closed (resp. compact) random set in $X$.

Definition 2.4. A family of single-valued mappings $\varphi: \mathbf{R}^{+} \times \mathbf{R} \times \Omega \times X \rightarrow$ $X,(t, \tau, \omega, x) \mapsto \varphi(t, q, \omega, x)$ is called a random cocycle on $X$ over an MDS $\vartheta$ if for all $s, t \in \mathbf{R}^{+}, \tau \in \mathbf{R}$ and $\omega \in \Omega$, the following statements are satisfied:

- $\varphi(., \tau, .,):. \mathbf{R}^{+} \times \Omega \times X \rightarrow X$ is $\left(\mathcal{B}\left(\mathbf{R}^{+}\right) \times \mathcal{F} \times \mathcal{B}(X), \mathcal{B}(X)\right)$-measurable;
- $\varphi(0, \tau, \omega,$.$) is the identity on \mathrm{X}$;
- $\varphi(t+s, \tau, \omega,)=.\varphi\left(t, \tau+s, \vartheta_{s} \omega, \varphi(s, \tau, \omega,).\right)$.

A random cocycle $\varphi$ is said to be continuous in $X$ if the mapping $\varphi(t, \tau, \omega,):. X \rightarrow X$ is continuous for each $t \in \mathbf{R}^{+}, \tau \in \mathbf{R}$ and $\omega \in \Omega$.

Let $\mathfrak{D}$ a collection of some families of nonempty subsets of $X$, parameterized by the time $\tau$ and the sample $\omega$ such that $\mathfrak{D}=\left\{D=\left\{\emptyset \neq D(\tau, \omega) \in 2^{X}: \tau \in \mathbf{R}, \omega \in\right.\right.$ $\Omega\}$.

Definition 2.5. Let $\mathcal{K}=\{\mathcal{K}(\tau, \omega): \tau \in \mathbf{R}, \omega \in \Omega\} \in \mathfrak{D}$. Then $\mathcal{K}$ is called a $\mathfrak{D}$ pullback absorbing set of the cocycle $\varphi$ over an MDS $\vartheta$ in $X$ if for every $\tau \in \mathbf{R}, \omega \in \Omega$ and $D \in \mathfrak{D}$, there exists an absorbing time $T=T(\tau, \omega, D)>0$ such that

$$
\varphi\left(t, \tau-t, \vartheta_{-t} \omega, D\left(\tau-t, \vartheta_{-t} \omega\right)\right) \subseteq \mathcal{K}(\tau, \omega) \text { for all } t \geqslant T
$$

Furthermore, if $\mathcal{K}$ is a random set, then $\mathcal{K}$ is called a $\mathfrak{D}$-pullback random absorbing set in $X$.

Definition 2.6. A family of sets $\mathcal{A}=\{\mathcal{A}(\tau, \omega): \tau \in \mathbf{R}, \omega \in \Omega\} \in \mathfrak{D}$ is called a $\mathfrak{D}$-pullback attractor for the cocycle $\varphi$ over an MDS $\vartheta$ in $X$ if the next three statements hold:

- $\mathcal{A}$ is a compact random set in $X$;
- $\mathcal{A}$ is invariant, that is, for every $\tau \in \mathbf{R}$ and $\omega \in \Omega, \varphi(t, \tau, \omega, \mathcal{A}(\tau, \omega))=$ $\mathcal{A}\left(\tau+t, \vartheta_{t} \omega\right), \forall t \geqslant 0 ;$
- $\mathcal{A}$ is attracting in $X$, namely, for every $\tau \in \mathbf{R}$ and $\omega \in \Omega$ and $D \in \mathfrak{D}$,

$$
\lim _{t \rightarrow \infty} \operatorname{dist}\left(\varphi\left(t, \tau-t, \vartheta_{-t} \omega, D\left(\tau-t, \vartheta_{-t} \omega\right)\right), \mathcal{A}(\tau, \omega)\right)=0
$$

where dist is the Hausdorff semi-metric in $2^{X}$ with $\operatorname{dist}(A, B)=\sup _{x \in A} \inf _{y \in B}$ $d(x, y)$ for $A, B \in 2^{X}$.
If in addition, $\varphi(t, \tau, \omega,$.$) maps X$ into $Y(Y$ is another Polish space) for every $t>$ $0, \tau \in \mathbf{R}$ and $\omega \in \Omega$, and the following conditions are satisfied:

- $\mathcal{A}$ is a compact random set in $Y$;
- $\mathcal{A}$ is attracting in $Y$, namely, for every $\tau \in \mathbf{R}$ and $\omega \in \Omega$ and $D \in \mathfrak{D}$,

$$
\lim _{t \rightarrow \infty} \operatorname{dist}_{Y}\left(\varphi\left(t, \tau-t, \vartheta_{-t} \omega, D\left(\tau-t, \vartheta_{-t} \omega\right)\right), \mathcal{A}(\tau, \omega)\right)=0
$$

then the family $\mathcal{A}$ is called a $\mathfrak{D}$-pullback $(X, Y)$ attractor (briefly,a $\mathfrak{D}$-pullback attractor in $Y$ ).

We note that the attracting in Definition 2.6 is called pullback attraction, which implies the forward attraction in probability:

$$
\lim _{t \rightarrow \infty} \operatorname{dist}\left(\varphi(t, \tau, \omega, D(\tau, \omega)), \mathcal{A}\left(\tau+t, \vartheta_{t} \omega\right)\right)=0
$$

As for the attractor with forward attraction of point-wise convergence, the reader is referred to $[6,15,16]$.

Definition 2.7. The cocycle $\varphi$ over an MDS $\vartheta$ is said to be $\mathfrak{D}$-pullback asymptotically compact in $X$ if for every $\tau \in \mathbf{R}, \omega \in \Omega$, the sequence

$$
\left\{\varphi\left(t_{n}, \tau-t_{n}, \vartheta_{-t_{n}} \omega, x_{n}\right)\right\}_{n=1}^{\infty} \text { is precompact in } X
$$

whenever $t_{n} \rightarrow \infty$ and $x_{n} \in D\left(\tau-t_{n}, \vartheta_{-t_{n}} \omega\right)$ with $D \in \mathfrak{D}$.
If in addition, $\varphi(t, \tau, \omega,$.$) maps X$ into $Y$ for every $t>0, \tau \in \mathbf{R}$ and $\omega \in \Omega$, and the sequence

$$
\left\{\varphi\left(t_{n}, \tau-t_{n}, \vartheta_{-t_{n}} \omega, x_{n}\right)\right\}_{n=1}^{\infty} \text { is precompact in } Y
$$

whenever $t_{n} \rightarrow \infty$ and $x_{n} \in D\left(\tau-t_{n}, \vartheta_{-t_{n}} \omega\right)$ with $D \in \mathfrak{D}$, then $\varphi$ is called $\mathfrak{D}$-pullback asymptotically compact from $X$ to $Y$.

The following existence result for a pullback attractor for a continuous random cocycle can be founded in $[28,27]$. For the existence of pullback attractor in the regular space, we may refer to [34]. We first recall that the a collection $\mathfrak{D}$ of some families of non-empty subsets of $X$ is called inclusion closed if whenever $D=\{D(\tau, \omega): \tau \in \mathbf{R}, \omega \in \Omega\} \in \mathfrak{D}$ with $D^{\prime}(\tau, \omega) \subset D(\tau, \omega)$ for each $\tau \in \mathbf{R}$ and $\omega \in \Omega$, then the family $=D^{\prime}=\left\{D^{\prime}(\tau, \omega): \tau \in \mathbf{R}, \omega \in \Omega\right\} \in \mathfrak{D}$. Note that the inclusion closed collection $\mathfrak{D}$ is also called for short an IC system which was first introduced in [11].

Theorem 2.8. [34] Suppose $\varphi$ is a continuous random cocycle on $X$ over an MDS $\vartheta$. Let the collection $\mathfrak{D}$ be inclusion closed and $Y$ be another Polish space. Assume that
(i) $\varphi$ has a closed $\mathfrak{D}$-pullback random absorbing set $\mathcal{K}=\{\mathcal{K}(\tau, \omega): \tau \in \mathbf{R}, \omega \in$ $\Omega\} \in \mathfrak{D}$ in $X$;
(ii) $\varphi$ is $\mathfrak{D}$-pullback asymptotically compact in $X$.

Then the random cocycle $\varphi$ admits a unique $\mathfrak{D}$-pullback attractor $\mathcal{A}=\{\mathcal{A}(\tau, \omega): \tau \in$ $\boldsymbol{R}, \omega \in \Omega\} \in \mathfrak{D}$, where

$$
\mathcal{A}(\tau, \omega)=\bigcap_{s \geqslant 0} \bigcup_{t \geqslant s} \varphi\left(t, \tau-t, \vartheta_{-t} \omega, \mathcal{K}\left(\tau-t, \vartheta_{-t} \omega\right)\right) .
$$

If in addition, $\varphi(t, \tau, \omega$,.) maps $X$ into $Y$ for every $t>0, \tau \in \mathbf{R}$ and $\omega \in \Omega$, and $\varphi$ is $\mathfrak{D}$-pullback asymptotically compact from $X$ to $Y$, then the family $\mathcal{A}$ is also a $\mathcal{D}$-pullback attractor in $Y$.

If the target space is a uniformly convex Banach space, such as the Sobolev spaces, the asymptotical compactness is equivalent to the flattening condition. Precisely we have

Theorem 2.9. [14] Suppose that $X$ is a uniformly convex Banach space, then $\varphi$ is $\mathfrak{D}$-pullback asymptotically compact $X$ if and only if $\varphi$ satisfies the $\mathfrak{D}$-flattening condition: For every $\tau \in \mathbf{R}, \omega \in \Omega$ and $D \in \mathfrak{D}$, there exist $T=T(\tau, \omega, D, \varepsilon)>0$ and a finite dimensional space $X_{1}$ of $X$ such that for a bounded projector $P: X \rightarrow X_{1}$,

$$
P\left(\varphi\left(t, \tau-t, \vartheta_{-t} \omega, D\left(\tau-t, \vartheta_{-t} \omega\right)\right) \text { is bounded in } X\right. \text {, }
$$

and

$$
\|(I-P)\left(\varphi\left(t, \tau-t, \vartheta_{-t} \omega, D\left(\tau-t, \vartheta_{-t} \omega\right)\right) \|_{X} \leqslant \varepsilon\right.
$$

for all $t \geqslant T$.

## 3. Random cocycle for the stochastic non-local integro-differential equation

In what follows, we consider the classic Wiener probability space $(\Omega, \mathcal{F}, P)$, where $\Omega=\{\omega \in C(\mathbf{R}, \mathbf{R}): \omega(0)=0\}$ with the compact-open topology, $\mathcal{F}$ is its Borel $\sigma$ algebra, $P$ is the Wiener measure on $(\Omega, \mathcal{F})$. Then the Brownian motion is identified as $W(t)=W(t, \omega)=\omega(t)$. Define a mapping $\vartheta_{t}: \Omega \times \mathbf{R} \rightarrow \Omega$ such that $\vartheta_{t} \omega()=$. $\omega(t+)-.\omega(t), \forall t \in \mathbf{R}$. Then the quadruple form $\left(\Omega, \mathcal{F}, P,\left\{\vartheta_{t}\right\}_{t \in \mathbf{R}}\right)$ is a metric dynamical system (cf. [1]).

In this section, we will show the existence of random cocycle for the non-autonomous non-local equations on $\mathcal{O}$, driven by an additive noise,

$$
\begin{equation*}
\frac{d u}{d t}+\mathcal{L}_{K} u=F(t, x, u)+g(t, x)+\phi(x) \dot{W}(t), \quad t>\tau, \tau \in \mathbf{R}, \tag{3.1}
\end{equation*}
$$

with the homogeneous boundary condition

$$
\begin{equation*}
u(t, x)=0, \quad t>\tau, x \in \mathbf{R}^{N} \backslash \mathcal{O} \tag{3.2}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
u(\tau, x)=u_{\tau}, \quad x \in \mathcal{O}, \tag{3.3}
\end{equation*}
$$

where $\tau \in \mathbf{R}, g \in L_{\text {loc }}^{2}\left(\mathbf{R}, L^{2}(\mathcal{O})\right)$ and $\mathcal{L}_{K}$ is the non-local operator with the kernel $K$ satisfying (1.5)-(1.7). The nonlinear function $F$ is continuous on $\mathbf{R} \times \mathcal{O} \times \mathbf{R}$ satisfying the following conditions: For all $t, u \in \mathbf{R}$ and $x \in \mathcal{O}$,

$$
\begin{align*}
F(t, x, u) u & \leqslant-\alpha|u|^{p}+\psi_{1}(t, x)  \tag{3.4}\\
|F(t, x, u)| & \leqslant \psi_{2}(t, x)|u|^{p-1}+\psi_{3}(t, x)  \tag{3.5}\\
\frac{\partial F}{\partial u}(t, x, u) & \leqslant \psi_{4}(t, x) \tag{3.6}
\end{align*}
$$

where $p \geqslant 2, \psi_{2}, \psi_{4} \in L^{\infty}(\mathcal{O} \times \mathbf{R}), \psi_{1} \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}, L^{1}(\mathcal{O})\right) \cap L_{\mathrm{loc}}^{\frac{p}{2}}\left(\mathbf{R}, L^{\frac{p}{2}}(\mathcal{O})\right), \psi_{3} \in$ $L_{\mathrm{loc}}^{2}\left(\mathbf{R}, L^{2}(\mathcal{O})\right)$. The noise coefficient is a deterministic function on $\mathcal{O}$ with

$$
\begin{equation*}
\phi \in X_{0}^{s} \cap L^{\infty}(\mathcal{O}), \quad \mathcal{L}_{K} \phi \in L^{2}(\mathcal{O}) \tag{3.7}
\end{equation*}
$$

Then by the interpolation inequality, we immediately have $\phi \in L^{r}(\mathcal{O})$ for any $2 \leqslant r \leqslant$ $\infty$. For the non-autonomous terms $g, \psi_{1}$ and $\psi_{3}$, we impose the following integrability condition: For every $\tau \in \mathbf{R}$,

$$
\begin{equation*}
\int_{-\infty}^{\tau} e^{\lambda_{1} r}\left(\|g(r, .)\|^{2}+\left\|\psi_{1}(r, .)\right\|_{1}+\left\|\psi_{1}(r, .)\right\|_{\frac{p}{2}}^{\frac{p}{2}}+\left\|\psi_{3}(r, .)\right\|^{2}\right) d r<+\infty \tag{3.8}
\end{equation*}
$$

where $\lambda_{1}$ is the first eigenvalue of the non-local operator $\mathcal{L}_{K}$.
Thanks to the Brownian motion $W(t)$ is not differentiable for all most every $t \in \mathbf{R}$, the stochastic equation needs to be transformed into an equation with random coefficient, usually by an Ornstein-Uhlenbeck process over $\left(\Omega, P, \mathcal{F},\left\{\vartheta_{t}\right\}_{t \in \mathbf{R}}\right)$, which is a stationary process

$$
\begin{equation*}
y(t, \omega)=y\left(\vartheta_{t} \omega\right)=-\int_{-\infty}^{0} e^{\xi} \vartheta_{t} \omega(\xi) d \xi, \quad t \in \mathbf{R} \tag{3.9}
\end{equation*}
$$

satisfying the stochastic differential equation:

$$
d y\left(\vartheta_{t} \omega\right)+y\left(\vartheta_{t} \omega\right) d t=d W(t) .
$$

Moreover, for any $s, t \in \mathbf{R}$,

$$
y\left(t, \vartheta_{s} \omega\right)=y(t+s, \omega), \quad \text { P-a.s. }
$$

Note that there exists the exceptional set which may be a priori depending on $t, s$. Indeed, we suppose that $y$ has a continuous modification. Once this modification is chosen, the exceptional set is independent of $t$. On the other hand, it is known from $[1,5,4,11]$ that there exits a $\vartheta_{t}$-invariant set $\tilde{\Omega} \subseteq \Omega$ of full measure such that the random variable $|y(\omega)|$ is tempered and $y\left(\vartheta_{t} \omega\right)$ is continuous in $t$ for every fixed $\omega \in \tilde{\Omega}$, and in addition, by Proposition 4.3.3 in [1], there exists a tempered variable $\varrho(\omega)>0$ such that

$$
\begin{equation*}
|y(\omega)|^{2}+|y(\omega)|^{p}+|y(\omega)|^{2 p-2} \leqslant \varrho(\omega) \tag{3.10}
\end{equation*}
$$

where $\varrho(\omega)$ satisfies, for all $\omega \in \tilde{\Omega}$,

$$
\begin{equation*}
\varrho\left(\vartheta_{t} \omega\right) \leqslant \varrho(\omega) e^{\frac{\lambda_{1}}{2}|t|}, \quad t \in \mathbf{R}, \tag{3.11}
\end{equation*}
$$

where $\lambda_{1}$ is the first eigenvalue of the non-local operator $\mathcal{L}_{K}$. Then it follows from (3.10)-(3.11) that, for all $\omega \in \tilde{\Omega}$,

$$
\begin{equation*}
\left|y\left(\vartheta_{t} \omega\right)\right|^{2}+\left|y\left(\vartheta_{t} \omega\right)\right|^{p}+\left|y\left(\vartheta_{t} \omega\right)\right|^{2 p-2} \leqslant \varrho(\omega) e^{\frac{\lambda_{1}}{2}|t|}, \quad t \in \mathbf{R} . \tag{3.12}
\end{equation*}
$$

In what follows, all arguments are understood to hold on this $\tilde{\Omega}$, but for the sake of simplicity we write $\tilde{\Omega}$ as $\Omega$.

Set $z\left(\vartheta_{t} \omega\right)=\phi(x) y\left(\vartheta_{t} \omega\right)$ and write $v(t)=u(t)-z\left(\vartheta_{t} \omega\right)$, where $u(t)$ is the solution to the equations (3.1)-(3.3). Note that the non-local operator $\mathcal{L}_{K}$ is linear, namely, $\mathcal{L}_{K} v(x)=\mathcal{L}_{K} u(x)-\mathcal{L}_{K} z\left(\vartheta_{t} \omega\right)$. Then the stochastic equations (3.1)-(3.3) are transformed into a deterministic one with a parameter $\omega$, namely, $v(t)$ satisfies

$$
\begin{equation*}
\frac{d v}{d t}+\mathcal{L}_{K} v(x)=F\left(t, x, v+z\left(\vartheta_{t} \omega\right)\right)+g(t, x)+z\left(\vartheta_{t} \omega\right)-\mathcal{L}_{K} z\left(\vartheta_{t} \omega\right), \tag{3.13}
\end{equation*}
$$

with the homogeneous boundary condition

$$
\begin{equation*}
v(t, x)=0, \quad t>\tau, x \in \mathbf{R}^{N} \backslash \mathcal{O} \tag{3.14}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
v(\tau, x)=v_{\tau}=u_{\tau}-z\left(\vartheta_{\tau} \omega\right), \quad x \in \mathcal{O} . \tag{3.15}
\end{equation*}
$$

By a Galerkin method, similar to [29], one can prove that if $F$ satisfies (3.4)(3.6), then in the case of a bounded domain with Dirichlet boundary condition, for every $\omega \in \Omega$ and $\tau \in \mathbf{R}$, and for $v_{\tau} \in L^{2}$, the problem (3.13)-(3.15) possesses a unique solution $v\left(., \tau, \omega, v_{\tau}\right) \in C\left([\tau, \infty), L^{2}(\mathcal{O})\right) \cap L^{2}\left((\tau, T), X_{0}^{s}\right) \cap L^{p}\left((\tau, T), L^{p}(\mathcal{O})\right)$ with $v\left(\tau, \tau, \omega, v_{\tau}\right)=v_{\tau}$ for all $T>\tau$. Furthermore, this solution operator $v$ is continuous from $L^{2}(\mathcal{O})$ to $L^{2}(\mathcal{O})$ in $v_{\tau}$ and measurable in $\omega$. Let $u\left(t, \tau, \omega, u_{\tau}\right)=$ $v\left(t, \tau, \omega, v_{\tau}\right)+z\left(\vartheta_{t} \omega\right)$. Then formally the process $u$ is the continuous and measurable solution of the problem (3.1)-(3.3) in $L^{2}(\mathcal{O})$.

Given $t \in \mathbf{R}^{+}, \tau \in \mathbf{R}, \omega \in \Omega$ and $u_{\tau} \in L^{2}(\mathcal{O})$, define

$$
\begin{equation*}
\varphi\left(t, \tau, \omega, u_{\tau}\right)=u\left(t+\tau, \tau, \vartheta_{-\tau} \omega, u_{\tau}\right)=v\left(t+\tau, \tau, \vartheta_{-\tau} \omega, v_{\tau}\right)+z\left(\vartheta_{t} \omega\right) \tag{3.16}
\end{equation*}
$$

where $u_{\tau}=v_{\tau}+z(\omega)$. Then the random cocycle $\varphi\left(t, \tau, ., u_{\tau}\right)$ is $\left(\mathcal{F}, \mathcal{B}\left(L^{2}(\mathcal{O})\right)\right)$ measurable, and in addition the mapping $\varphi(t, \tau, \omega,):. L^{2}(\mathcal{O}) \rightarrow L^{2}(\mathcal{O})$ is continuous with respect to the initial datum for every $t \in \mathbf{R}^{+}, \tau \in \mathbf{R}$ and $\omega \in \Omega$. Hence, $\varphi$ is
a continuous random cocycle over the metric dynamical system $\left(\Omega, \mathcal{F}, P,\left\{\vartheta_{t}\right\}_{t \in \mathbf{R}}\right)$ in $L^{2}(\mathcal{O})$.

From now on, we always suppose $\mathfrak{D}$ is a collection of all families of non-empty subsets $D=\left\{D(\tau, \omega) \subset L^{2}(\mathcal{O}): \tau \in \mathbf{R}, \omega \in \Omega\right\}$ such that for each $\tau \in \mathbf{R}$ and $\omega \in \Omega$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e^{-\lambda_{1} t}\left\|D\left(\tau-t, \vartheta_{-t} \omega\right)\right\|^{2}=0 \tag{3.17}
\end{equation*}
$$

where $\|D\|=\sup \{\|u\|: u \in D\}$ and $\lambda_{1}$ is the first eigenvalue of the non-local operator $\mathcal{L}_{K}$. Then it is obvious that $\mathfrak{D}$ is inclusion closed.

Throughout this paper, we denote by (.,.) the inner product in $L^{2},\|\cdot\|_{r}$ the norm of the space $L^{r}, 1 \leqslant r \leqslant \infty$, and $r=2$ by $\|$.$\| . In the subsequential discussions,$ we use $c$ to denote the generic positive constant which may depend on the constants $\alpha, s, p, N, \theta$ and $\left\|\psi_{i}\right\|_{\infty}, i=2,4$.

## 4. Existence of pullback attractor in $L^{2}(\mathcal{O})$

In this section, we will derive some uniform estimates of the solutions of the problem (3.1)-(3.3) when the initial datum belongs to $D \in \mathfrak{D}$ and the time $t$ is large enough, which are needed to prove the existence of a $\mathfrak{D}$-pullback random absorbing set and the pullback asymptotical compactness of $\varphi$ defined by (3.16) in $L^{2}(\mathcal{O})$.

Lemma 4.1. Suppose that $F$ satisfies (3.4)-(3.5) and $\mathfrak{D}$ is defined by (3.17), and in addition $\phi \in L^{p}(\mathcal{O}) \cap X_{0}^{s}$ and (3.8) holds. Let $\tau \in \mathbf{R}, \omega \in \Omega$ and $D=$ $\{D(\tau, \omega): \tau \in \mathbf{R}, \omega \in \Omega\} \in \mathfrak{D}$ with $u_{\tau-t} \in D\left(\tau-t, \vartheta_{-t} \omega\right)$. Then there exists a constant $T=T(\tau, \omega, D) \geqslant 1$ such that for all $t \geqslant T$, the solution $u$ of problem (3.1)-(3.3) satisfies

$$
\begin{equation*}
\left\|u\left(\sigma, \tau-t, \vartheta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2} \leqslant c(1+C(\tau, \omega)), \quad \sigma \in[\tau-1, \tau], \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\tau-t}^{\tau} e^{\lambda_{1}(r-\tau)}\left(\|v(r)\|_{X_{0}^{s}}^{2}+\|v(r)\|_{p}^{p}\right) d r \leqslant c(1+C(\tau, \omega)) \tag{4.2}
\end{equation*}
$$

where $c>0$ is a deterministic constant and

$$
C(\tau, \omega) \triangleq \varrho(\omega)+\int_{-\infty}^{0} e^{\lambda_{1} r}\left(\|g(r+\tau, .)\|^{2}+\left\|\psi_{1}(r+\tau, .)\right\|_{1}+\left\|\psi_{3}(r+\tau, .)\right\|^{2}\right) d r
$$

Proof. Using the test function $v$ in (3.13), we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|v\|^{2}+\int_{\mathbf{R}^{2 N}}|v(x)-v(y)|^{2} K(x-y) d x d y \\
& =\int_{\mathcal{O}} F\left(t, x, v+z\left(\vartheta_{t} \omega\right)\right) v d x+\int_{\mathcal{O}} g(t, x) v d x+\int_{\mathcal{O}} z\left(\vartheta_{t} \omega\right) v d x \\
& \quad-\int_{\mathbf{R}^{2 N}} y\left(\vartheta_{t} \omega\right)(\phi(x)-\phi(y))(v(x)-v(y)) K(x-y) d x d y \tag{4.3}
\end{align*}
$$

We now estimate every term on the right hand side of (4.3). First for the nonlinearity, in view of (3.4) and (3.5), by using Young inequality repeatedly, we have

$$
\begin{aligned}
F\left(t, x, v+z\left(\vartheta_{t} \omega\right)\right) v & =F(t, x, u) u-F(t, x, u) z\left(\vartheta_{t} \omega\right) \\
& \leqslant-\alpha|u|^{p}+\psi_{1}+\psi_{2}|u|^{p-1}\left|z\left(\vartheta_{t} \omega\right)\right|+\psi_{3}\left|z\left(\vartheta_{t} \omega\right)\right|
\end{aligned}
$$

$$
\begin{align*}
& \leqslant-\frac{1}{2} \alpha|u|^{p}+\psi_{1}+2^{p-1} \psi_{2}^{p}\left|z\left(\vartheta_{t} \omega\right)\right|^{p}+\psi_{3}\left|z\left(\vartheta_{t} \omega\right)\right| \\
& \leqslant-\frac{1}{2^{p}} \alpha|v|^{p}+\left(\frac{1}{2} \alpha+2^{p-1} \psi_{2}^{p}\right)\left|z\left(\vartheta_{t} \omega\right)\right|^{p}+\left|z\left(\vartheta_{t} \omega\right)\right|^{2}+\psi_{1}+\left|\psi_{3}\right|^{2} \tag{4.4}
\end{align*}
$$

where we used the inequality $|a+b|^{r} \geqslant 2^{1-r}|a|^{r}-|b|^{r}$ for any $r \geqslant 1$ in the first term of the last inequality on the right hand side of (4.4). By (3.7), we deduce from (4.4) that

$$
\begin{align*}
& \int_{\mathcal{O}} F(t, x, u) v d x \\
& \leqslant-\frac{\alpha}{2^{p}}\|v\|_{p}^{p}+c\left(\left|y\left(\vartheta_{t} \omega\right)\right|^{2}+\left|y\left(\vartheta_{t} \omega\right)\right|^{p}\right)+\left\|\psi_{1}(t, .)\right\|_{1}+\left\|\psi_{3}(t, .)\right\|^{2} \tag{4.5}
\end{align*}
$$

On the other hand, by Young inequality, along with $\phi \in X_{0}^{s}$, we have

$$
\begin{align*}
& \left|\int_{\mathbf{R}^{2 N}} y\left(\vartheta_{t} \omega\right)(\phi(x)-\phi(y))(v(x)-v(y)) K(x-y) d x d y\right| \\
& \leqslant \frac{1}{8} \int_{\mathbf{R}^{2 N}}|v(t)(x)-v(t)(y)|^{2} K(x-y) d x d y \\
& \quad+2\left|y\left(\vartheta_{t} \omega\right)\right|^{2} \int_{\mathbf{R}^{2 N}}|\phi(x)-\phi(y)|^{2} K(x-y) d x d y \\
& \leqslant \frac{1}{8} \int_{\mathbf{R}^{2 N}}|v(t)(x)-v(t)(y)|^{2} K(x-y) d x d y+c\left|y\left(\vartheta_{t} \omega\right)\right|^{2} \tag{4.6}
\end{align*}
$$

where $c=c\left(\|\phi\|_{X_{0}^{s}}\right)>0$. In addition, by $g \in L_{l o c}^{2}\left(\mathbf{R}, L^{2}(\mathcal{O})\right)$, we infer that

$$
\begin{equation*}
\left|\int_{\mathcal{O}} g(t, x) v d x+\int_{\mathcal{O}} z\left(\vartheta_{t} \omega\right) v d x\right| \leqslant \frac{\lambda_{1}}{4}\|v\|^{2}+c\|g(t, .)\|^{2}+c\left|y\left(\vartheta_{t} \omega\right)\right|^{2} \tag{4.7}
\end{equation*}
$$

where $\lambda_{1}$ is the first eigenvalue of the non-local operator $\mathcal{L}_{K}$ and $c=c\left(\lambda_{1},\|\phi\|\right)$. By a combination of (4.5) and (4.6)-(4.7) into (4.3), it follows that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|v\|^{2}+\frac{7}{8} \int_{\mathbf{R}^{2 N}}|v(t)(x)-v(t)(y)|^{2} K(x-y) d x d y+\frac{\alpha}{2^{p}}\|v\|_{p}^{p} \\
& \leqslant \frac{\lambda_{1}}{4}\|v\|^{2}+J\left(\vartheta_{t} \omega\right)+\left\|\psi_{1}(t, .)\right\|_{1}+\left\|\psi_{3}(t, .)\right\|^{2}+c\|g(t, .)\|^{2} \tag{4.8}
\end{align*}
$$

Using Lemma 2.2 (i), we have

$$
\begin{align*}
& \frac{7}{8} \int_{\mathbf{R}^{2 N}}|v(t)(x)-v(t)(y)|^{2} K(x-y) d x d y \\
& \geqslant \frac{1}{8} \int_{\mathbf{R}^{2 N}}|v(t)(x)-v(t)(y)|^{2} K(x-y) d x d y+\frac{6}{8} \lambda_{1}\|v\|^{2} \\
& =\frac{1}{8}\|v\|_{X_{0}^{s}}+\frac{3}{4} \lambda_{1}\|v\|^{2} . \tag{4.9}
\end{align*}
$$

Consequently, by (4.8) and (4.9), we derive the energy inequality:

$$
\begin{align*}
& \frac{d}{d t}\|v\|^{2}+\lambda_{1}\|v\|^{2}+\frac{1}{4}\|v\|_{X_{0}^{s}}^{2}+\frac{\alpha}{2^{p-1}}\|v\|_{p}^{p} \\
& \leqslant J\left(\vartheta_{t} \omega\right)+2\left\|\psi_{1}(t, .)\right\|_{1}+2\left\|\psi_{3}(t, .)\right\|^{2}+2 c\|g(t, .)\|^{2} \tag{4.10}
\end{align*}
$$

where $J\left(\vartheta_{t} \omega\right) \triangleq c\left(\left|y\left(\vartheta_{t} \omega\right)\right|^{2}+\left|y\left(\vartheta_{t} \omega\right)\right|^{p}\right)$ with $c=c\left(\alpha, p,\|\phi\|,\|\phi\|_{p},\|\phi\|_{X_{0}^{s}}\right)$. Using the classic Gronwall lemma to (4.10) over the interval $[\tau-t, \sigma]$ with $\sigma \in[\tau-1, \tau]$ and $t \geqslant 1$, meanwhile, using $\vartheta_{-\tau} \omega$ to replace $\omega$, we deduce that

$$
\begin{align*}
& \|v(\sigma)\|^{2}+\int_{\tau-t}^{\sigma} e^{\lambda_{1}(r-\sigma)}\left(\frac{1}{4}\|v(r)\|_{X_{0}^{s}}^{2}+\frac{\alpha}{2^{p-1}}\|v(r)\|_{p}^{p}\right) d r \\
& \leqslant
\end{align*} e^{\lambda_{1}}\left(e^{-\lambda_{1} t}\left\|v_{\tau-t}\right\|^{2}+\int_{\tau-t}^{\tau} e^{\lambda_{1}(r-\tau)} J\left(\vartheta_{r-\tau} \omega\right) d r\right)
$$

where $v($.$) is the abbreviation of v\left(., \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)$ and $c=c\left(\lambda_{1}\right)$. By (3.12) we have $J\left(\vartheta_{r-\tau} \omega\right) \leqslant e^{\frac{\lambda_{1}}{2}|r-\tau|} \varrho(\omega)$, and thereby we may rewrite (4.11) as the following

$$
\begin{align*}
& \|v(\sigma)\|^{2}+\int_{\tau-t}^{\sigma} e^{\lambda_{1}(r-\sigma)}\left(\frac{1}{4}\|v(r)\|_{X_{0}^{s}}^{2}+\frac{\alpha}{2^{p-1}}\|v(r)\|_{p}^{p}\right) d r \\
& \leqslant \\
& e^{\lambda_{1}}\left(e^{-\lambda_{1} t}\left\|v_{\tau-t}\right\|^{2}+\varrho(\omega) \int_{\tau-t}^{\tau} e^{\frac{1}{2} \lambda_{1}(r-\tau)} d r\right. \\
& \left.\quad+c \int_{\tau-t}^{\tau} e^{\lambda_{1}(r-\tau)}\left(\|g(r, .)\|^{2}+\left\|\psi_{1}(r, .)\right\|_{1}+\left\|\psi_{3}(r, .)\right\|^{2}\right) d r\right) \\
& \leqslant  \tag{4.12}\\
& e^{\lambda_{1}}\left(2 e^{-\lambda_{1} t}\left(\left\|u_{\tau-t}\right\|^{2}+\|\phi\|^{2}\left|z\left(\vartheta_{-t} \omega\right)\right|^{2}\right)+\frac{2}{\lambda_{1}} \varrho(\omega)\right. \\
& \left.\quad+c \int_{-\infty}^{0} e^{\lambda_{1} r}\left(\|g(r+\tau, .)\|^{2}+\left\|\psi_{1}(r+\tau, .)\right\|_{1}+\left\|\psi_{3}(r+\tau, .)\right\|^{2}\right) d r\right) .
\end{align*}
$$

By noting that $u_{\tau-t} \in D\left(\tau-t, \vartheta_{-t} \omega\right)$ and $|y(\omega)|$ is tempered, we have

$$
\begin{equation*}
2 e^{-\lambda_{1} t}\left(\left\|u_{\tau-t}\right\|^{2}+\|\phi\|^{2}\left|y\left(\vartheta_{-t} \omega\right)\right|^{2}\right) \rightarrow 0 \tag{4.13}
\end{equation*}
$$

as $t \rightarrow \infty$. By (3.8), deduce that $c \int_{-\infty}^{0} e^{\lambda_{1} r}\left(\|g(r+\tau, .)\|^{2}+\left\|\psi_{1}(r+\tau, .)\right\|_{1}+\| \psi_{3}(r+\right.$ $\left.\tau,.) \|^{2}\right) d r<\infty$. Therefore, it follows from (4.12) and (4.13) that, for every fixed $\tau \in \mathbf{R}, \omega \in \Omega$ and all $u_{\tau-t} \in D\left(\tau-t, \vartheta_{-t} \omega\right)$, there exists a $T=T(\tau, \omega, D) \geqslant 1$ such that for all $t \geqslant T$,

$$
\begin{align*}
& \|v(\sigma)\|^{2}+\int_{\tau-t}^{\sigma} e^{\lambda_{1}(r-\sigma)}\left(\frac{1}{4}\|v\|_{X_{0}^{s}}^{2}+\frac{\alpha}{2^{p-1}}\|v(r)\|_{p}^{p}\right) d r \\
& \leqslant c\left(1+\varrho(\omega)+\int_{-\infty}^{0} e^{\lambda_{1} r}\left(\|g(r+\tau, .)\|^{2}+\left\|\psi_{1}(r+\tau, .)\right\|_{1}\right.\right. \\
& \left.\left.\quad+\left\|\psi_{3}(r+\tau, .)\right\|^{2}\right) d r\right) \triangleq c(1+C(\tau, \omega)) \tag{4.14}
\end{align*}
$$

where
$C(\tau, \omega) \triangleq \varrho(\omega)+\int_{-\infty}^{0} e^{\lambda_{1} r}\left(\|g(r+\tau, .)\|^{2}+\left\|\psi_{1}(r+\tau, .)\right\|_{1}+\left\|\psi_{3}(r+\tau, .)\right\|^{2}\right) d r<\infty$.
On the other hand, in view of $u(t)=v(t)+z\left(\vartheta_{t} \omega\right)$ and by (3.12) it follows that, for $\sigma \in[\tau-1, \tau]$,

$$
\begin{align*}
\|u(\sigma)\|^{2} & \leqslant 2\|v(\sigma)\|^{2}+2\|\phi\|^{2}\left|y\left(\vartheta_{\sigma-\tau} \omega\right)\right|^{2} \leqslant 2\|v(\sigma)\|^{2}+2\|\phi\|^{2} \varrho(\omega) e^{\frac{\lambda_{1}}{2}|\sigma-\tau|} \\
& \leqslant 2\|v(\sigma)\|^{2}+2\|\phi\|^{2} \varrho(\omega) e^{\frac{\lambda_{1}}{2}} . \tag{4.15}
\end{align*}
$$

Then the needed estimates are derived from (4.14) and (4.15).

In order to prove the asymptotical compactness, we first prove a convergence result of the solutions to the problem (3.1)-(3.3) if the initial data sequence is uniformly bounded in $L^{2}(\mathcal{O})$.

Lemma 4.2. Suppose that $\left\{x_{n}\right\}_{n \in \mathbf{N}} \subset L^{2}(\mathcal{O})$ is an initial values sequence with $\sup _{n}\left\|x_{n}\right\| \leqslant M$ for some fixed $M>0$. Let $\tau \in \mathbf{R}$ and $\omega \in \Omega$. Then for almost every $\sigma \in[\tau-1, \tau]$, there exits a fixed point $u_{\sigma} \in L^{2}(\mathcal{O})$ such that the sequence $\left\{u_{n}\left(\sigma, \tau-1, \omega, x_{n}\right)\right\}_{n \in \mathbf{N}}$ has a convergent subsequence with $u_{n}\left(\sigma, \tau-1, \omega, x_{n}\right) \rightarrow u_{\sigma}$ in $L^{2}(\mathcal{O})$, where $u_{n}\left(\sigma, \tau-1, \omega, x_{n}\right)$ is a solution to (3.1)-(3.3) corresponding the initial value $x_{n}$.

Proof. Given $n \in \mathbf{N}$, let $v_{n}(t)$ be a solution to (3.13)-(3.15) corresponding the initial datum $x_{n}-\phi z\left(\vartheta_{\tau-1} \omega\right)$ at the initial time $\tau-1$. From (4.10), we have for any $t \geqslant \tau-1$,

$$
\begin{equation*}
\frac{d}{d t}\left\|v_{n}(t)\right\|^{2}+\frac{1}{4}\left\|v_{n}(t)\right\|_{X_{0}^{s}}^{2} \leqslant 2 J\left(\vartheta_{t} \omega\right)+2\left\|\psi_{1}(t, .)\right\|_{1}+2\left\|\psi_{3}(t, .)\right\|^{2}+c\|g(t, .)\|^{2} \tag{4.16}
\end{equation*}
$$

Integrate (4.16) from $\tau-1$ to $\sigma$ for $\sigma \in[\tau-1, \tau]$ to find that

$$
\begin{align*}
&\left\|v_{n}\left(\sigma, \tau-1, \omega, x_{n}-\phi z\left(\vartheta_{\tau-1} \omega\right)\right)\right\|^{2}+\frac{1}{4} \int_{\tau-1}^{\tau}\left\|v_{n}\left(r, \tau-1, \omega, x_{n}-\phi z\left(\vartheta_{\tau-1} \omega\right)\right)\right\|_{X_{0}^{s}}^{2} d r \\
& \leqslant 2\left(\left\|x_{n}\right\|^{2}+\|\phi\|^{2}\left|z\left(\vartheta_{\tau-1} \omega\right)\right|^{2}\right)+c \int_{\tau-1}^{\tau}\left(J\left(\vartheta_{r} \omega\right)\right. \\
&\left.+\|g(r, .)\|^{2}+\left\|\psi_{1}(r, .)\right\|_{1}+\left\|\psi_{3}(r, .)\right\|^{2}\right) d r . \tag{4.17}
\end{align*}
$$

Consider that $g \in L_{\text {loc }}^{2}\left(\mathbf{R}, L^{2}(\mathcal{O})\right), \phi \in X_{0}^{s}, J\left(\vartheta_{r} \omega\right)$ is continuous in $r \in \mathbf{R}$ and $u_{n}(t)=v_{n}(t)+z\left(\vartheta_{t} \omega\right)$. Then we deduce from (4.17) that for every $\sigma \in[\tau-1, \tau]$,

$$
\begin{equation*}
\left\|u_{n}\left(\sigma, \tau-1, \omega, x_{n}\right)\right\|^{2} \leqslant C_{0}(\tau, \omega) \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\tau-1}^{\tau}\left\|u_{n}\left(r, \tau-1, \omega, x_{n}\right)\right\|_{X_{0}^{s}}^{2} d r \leqslant C_{0}(\tau, \omega) \tag{4.19}
\end{equation*}
$$

where $C_{0}(\tau, \omega)<\infty$ is a positive random constant independent of $n$. According to (4.18), we have that for every $\sigma \in[\tau-1, \tau]$, there exist $u_{\sigma} \in L^{2}(\mathcal{O})$ and a subsequence (which is not relabeled) by a diagonal process such that

$$
\begin{equation*}
u_{n}\left(\sigma, \tau-1, \omega, x_{n}\right) \rightharpoonup u_{\sigma} \text { weakly in } L^{2}(\mathcal{O}) \tag{4.20}
\end{equation*}
$$

In view of (4.19) we infer that
(4.21) $u_{n}\left(., \tau-1, \omega, x_{n}\right)$ is unformly bounded with respect to $n$ in $L^{2}\left(\tau-1, \tau ; X_{0}^{s}\right)$.

But by Lemma $2.1(i v)$, the embedding of $X_{0}^{s} \hookrightarrow L^{2}(\mathcal{O})$ is compact and therefore from (4.21), there is a subsequence (not labeled again) by a diagonal process such that

$$
\left\{u_{n}\left(., \tau-1, \omega, x_{n}\right)\right\}_{n=1}^{\infty} \text { strongly converges in } L^{2}\left(\tau-1, \tau ; L^{2}(\mathcal{O})\right)
$$

This along with (4.20) implies that for all most every $\sigma \in[\tau-1, \tau]$,

$$
\begin{equation*}
u_{n}\left(\sigma, \tau-1, \omega, x_{n}\right) \rightarrow u_{\sigma} \text { strongly in } L^{2}(\mathcal{O}), \tag{4.22}
\end{equation*}
$$

which proves our claim.
Based on the above lemma and in conjunction with the cocycle property of $\varphi$ and the continuity of solutions, we can prove the asymptotical compactness of random cocycle $\varphi$ in $L^{2}(\mathcal{O})$.

Lemma 4.3. Suppose that the nonlinearity $F$ satisfies (3.4)-(3.6) and $\mathfrak{D}$ is defined by (3.17), in addition $\phi \in L^{p}(\mathcal{O}) \cap X_{0}^{s}$ and (3.8) holds. Then the random cocycle $\varphi$ defined by (3.16) is $\mathfrak{D}$-pullback asymptotically compact in $L^{2}(\mathcal{O})$, namely, for every $\tau \in \mathbf{R}$ and $\omega \in \Omega$, the sequence $\left\{\varphi\left(t_{n}, \tau-t_{n}, \vartheta_{-t_{n}} \omega, u_{0, n}\right)\right\}_{n=1}^{\infty}$ is precompact in $L^{2}(\mathcal{O})$ whenever $t_{n} \rightarrow \infty$ and $u_{0, n} \in D\left(\tau-t_{n}, \vartheta_{-t_{n}} \omega\right)$ with $D \in \mathfrak{D}$.

Proof. Given $\tau \in \mathbf{R}, \omega \in \Omega$ and $u_{0, n} \in D\left(\tau-t_{n}, \vartheta_{-t_{n}} \omega\right)$. By Lemma 4.1, we have

$$
\begin{equation*}
\left\|u\left(\tau-1, \tau-t_{n}, \vartheta_{-\tau} \omega, u_{0, n}\right)\right\|^{2} \leqslant c(1+C(\tau, \omega)) \tag{4.23}
\end{equation*}
$$

when $n$ is large enough. We now put $x_{n}=u\left(\tau-1, \tau-t_{n}, \vartheta_{-\tau} \omega, u_{0, n}\right)$ and then utilize Lemma 4.2 to find that there is a certain real number $\sigma \in[\tau-1, \tau], u_{\sigma} \in L^{2}(\mathcal{O})$ and up to a subsequence (not relabeled again) such that

$$
\begin{equation*}
u\left(\sigma, \tau-1, \vartheta_{-\tau} \omega, u\left(\tau-1, \tau-t_{n}, \vartheta_{-\tau} \omega, u_{0, n}\right)\right) \rightarrow u_{\sigma} \text { strongly in } L^{2}(\mathcal{O}) \tag{4.24}
\end{equation*}
$$

Then (4.24) implies that

$$
\begin{equation*}
u\left(\sigma, \tau-t_{n}, \vartheta_{-\tau} \omega, u_{0, n}\right) \rightarrow u_{\sigma} \text { strongly in } L^{2}(\mathcal{O}) \tag{4.25}
\end{equation*}
$$

Noting that

$$
u\left(\tau, \tau-t_{n}, \vartheta_{-\tau} \omega, u_{0, n}\right)=u\left(\tau, \sigma, \vartheta_{-\tau} \omega, u\left(\sigma, \tau-t_{n}, \vartheta_{-\tau} \omega, u_{0, n}\right)\right),
$$

and in conjunction with the continuity of solution in $L^{2}(\mathcal{O})$ with respect to the initial data, we deduce that, for this fixed $\sigma \in[\tau-1, \tau]$,

$$
\begin{equation*}
u\left(\tau, \tau-t_{n}, \vartheta_{-\tau} \omega, u_{0, n}\right) \rightarrow u\left(\tau, \sigma, \vartheta_{-\tau} \omega, u_{\sigma}\right) \text { strongly in } L^{2}(\mathcal{O}) \tag{4.26}
\end{equation*}
$$

Consider that $\varphi\left(t_{n}, \tau-t_{n}, \vartheta_{-t_{n}} \omega, u_{0, n}\right)=u\left(\tau, \tau-t_{n}, \vartheta_{-\tau} \omega, u_{0, n}\right)$ and consequently $\varphi$ is asymptotically compact in $L^{2}(\mathcal{O})$.

We next prove the existence of $\mathfrak{D}$-pullback absorbing set for the random cocycle $\varphi$ defined by (3.16) in $L^{2}(\mathcal{O})$.

Lemma 4.4. Suppose that the nonlinearity $F$ satisfies (3.4)-(3.6) and $\mathfrak{D}$ is defined by (3.17), in addition $\phi \in L^{p}(\mathcal{O}) \cap X_{0}^{s}$ and (3.8) holds. Define

$$
\begin{equation*}
\mathcal{K}(\tau, \omega)=\left\{u \in L^{2}(\mathcal{O}):\|u\|^{2} \leqslant c(1+C(\tau, \omega))\right\}, \quad \tau \in \mathbf{R}, \omega \in \Omega \tag{4.27}
\end{equation*}
$$

where $C(\tau, \omega)$ is the same as Lemma 4.1. Then the family $\mathcal{K}=\{\mathcal{K}(\tau, \omega): \tau \in \mathbf{R}, \omega \in$ $\Omega\} \in \mathfrak{D}$ is a closed and measurable $\mathfrak{D}$-pullback absorbing set in $L^{2}(\mathcal{O})$ for the random cocycle $\varphi$ defined by (3.16).

Proof. First, by (3.8) and the tempered property of $\varrho(\omega)$, it is clear that for each $\tau \in \mathbf{R}$ and $\omega \in \Omega, \lim _{t \rightarrow \infty} e^{-\lambda_{1} t} C\left(\tau-t, \vartheta_{-t} \omega\right)=0$. Then by (3.17), the family $\mathcal{K} \in \mathfrak{D}$. On the other hand, for any $x \in L^{2}(\mathcal{O})$ and a fixed $\tau \in \mathbf{R}$, we have

$$
d_{L^{2}(\mathcal{O})}(x, \mathcal{K}(\tau, \omega))=\inf _{z \in \mathcal{K}(\tau, \omega)} d_{L^{2}(\mathcal{O})}(x, z)=\|x\|+\left(c(1+C(\tau, \omega))^{\frac{1}{2}}\right.
$$

is $(\mathcal{F}, \mathcal{B}(\mathbf{R}))$-measurable as a random variable. Then the set-valued mapping $\mathcal{K}$ defined by (4.27) is a closed random absorbing set in $L^{2}(\mathcal{O})$ in the sense of Definition 2.3, which completes the proof.

By Lemma 4.3 and 4.4 , we are at the point to present the existence of $\mathfrak{D}$-pullback attractor for the problem (3.1)-(3.3) in $L^{2}(\mathcal{O})$.

Theorem 4.5. Let $s \in(0,1)$ and $N>2 s$. Suppose that the nonlinearity $F$ satisfies (3.4)-(3.6) and $\mathfrak{D}$ is defined by (3.17), in addition $\phi \in L^{p}(\mathcal{O}) \cap X_{0}^{s}$ and (3.8) holds. Then the random cocycle $\varphi$ defined by (3.16) admits a unique $\mathfrak{D}$-pullback
attractor $\mathcal{A}=\{\mathcal{A}(\tau, \omega): \tau \in \mathbf{R}, \omega \in \Omega\}$ in $L^{2}(\mathcal{O})$, where the component $\mathcal{A}(\tau, \omega)$ is defined as

$$
\mathcal{A}(\tau, \omega) \triangleq \bigcap_{s \geqslant 0} \bigcup_{t \geqslant s} \varphi\left(t, \tau-t, \vartheta_{-t} \omega, \mathcal{K}\left(\tau-t, \vartheta_{-t} \omega\right)\right) .
$$

Proof. By Lemma 4.3 and Lemma 4.4, we get immediately from the fist part of Theorem 2.8 that $\mathcal{A}$ is a $\mathfrak{D}$-pullback attractor for $\varphi$ in $L^{2}(\mathcal{O})$.

Remark 2. If in particular, the kernel $K(x)=|x|^{-(N+2 s)}$, then as a direct consequence of Theorem 4.5, we get that the fractional Lapacian model (1.9) admits a unique pullback attractor in $L^{2}(\mathcal{O})$. The reader is referred to [29] for the studying of (1.9) with multiplicative noise.

## 5. Regular dynamics in $X_{0}^{s}$

In order to derive the regular dynamics of solutions to (3.1)-(3.3) in the regular space $X_{0}^{s}$, it suffices to check that the cocycle is asymptotically compact in $X_{0}^{s}$. There are in general two ways to attack the regular problems. One is to use the spectrum splitting (cf. [13]) and truncation estimate method (cf. [31]), and another is to prove the continuity of solutions with respect to the initial datum in the corresponding space (cf. [32, 30, 33]). In this paper, we adapt the spectrum splitting and truncation method to cope with the non-local fractional equation (1.1), by which one of the crucial keys is to check the flattening condition. For this purpose, we need to prove a series of a priori estimates of solutions.

For convenience, we present the following lemma which is repeatedly used in what follows.

Lemma 5.1. [32] Let $y, g$ and $h$ be tree nonnegative and locally integrable functions on $\mathbf{R}$ such that $\frac{d y}{d t}$ is also locally integrable and

$$
\frac{d y(t)}{d t}+\nu y(t)+g(t) \leqslant h(t), \quad t \in \mathbf{R}
$$

for some constant $\nu \in \mathbf{R}^{+}$. Then
(i) for arbitrary $r>0$ and $\tau \in \mathbf{R}$,

$$
y(\tau) \leqslant \frac{1}{r} \int_{\tau-r}^{\tau} e^{\nu(t-\tau)} y(t) d t+\int_{\tau-r}^{\tau} e^{\nu(t-\tau)} h(t) d t ;
$$

(ii) for arbitrary $r, \epsilon>0$ and $\sigma \in[\tau-r, \tau]$,

$$
\begin{aligned}
& y(\sigma)+\int_{\tau-r}^{\tau} e^{\nu(t-\tau)} g(t) d t \\
& \leqslant \frac{e^{\nu r}+1}{\epsilon} \int_{\tau-r-\epsilon}^{\tau} e^{\nu(t-\tau)} y(t) d t+\left(e^{\nu r}+2\right) \int_{\tau-r-\epsilon}^{\tau} e^{\nu(t-\tau)} h(t) d t
\end{aligned}
$$

In particular, this holds for $\nu=0$.
5.1. A priori estimates of solutions. We now begin with a priori $L^{2 p-2}-$ estimate of solutions on the intervals $[\tau-2, \tau]$.

Lemma 5.2. Suppose that (3.4)-(3.8) and $\mathfrak{D}$ is defined by (3.17). Let $\tau \in$ $\mathbf{R}, \omega \in \Omega$ and $D=\{D(\tau, \omega): \tau \in \mathbf{R}, \omega \in \Omega\} \in \mathfrak{D}$ with $u_{\tau-t} \in D\left(\tau-t, \vartheta_{-t} \omega\right)$. Then there exist constants $M=M(\tau, \omega)>0$ and $T=T(\tau, \omega, D) \geqslant 3$ such that for all
$t \geqslant T$, the solution $u$ of problem (3.13)-(3.15) satisfies

$$
\begin{equation*}
\left\|v\left(\sigma, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{p}^{p} \leqslant M(\tau, \omega), \quad \sigma \in[\tau-2, \tau], \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\tau-2}^{\tau}\left\|v\left(\xi, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{2 p-2}^{2 p-2} d \xi \leqslant M(\tau, \omega) \tag{5.2}
\end{equation*}
$$

where $v_{\tau-t}=u_{\tau-t}-z\left(\vartheta_{-t} \omega\right)$ and $M(\tau, \omega)$ is a constant depending $\alpha, p, \lambda_{1},\|\phi\|$, $\|\phi\|_{2 p-2}, \quad\left\|\mathcal{L}_{K} \phi\right\|, \quad\left\|\psi_{2}\right\|_{\infty}, \quad C(\tau, \omega), \quad \int_{\tau-3}^{\tau}\|g(\xi, .)\|^{2} d \xi, \quad \int_{\tau-3}^{\tau}\left\|\psi_{1}(\xi, .)\right\|_{\frac{p}{2}}^{\frac{p}{2}} d \xi \quad$ and $\int_{\tau-3}^{\tau}\left\|\psi_{3}(\xi, .)\right\|^{2} d \xi$.

Proof. By (3.13), using the test function $|v|^{p-2} v$, we have

$$
\begin{align*}
\frac{1}{p} \frac{d}{d t}\|v\|_{p}^{p}+\left(\mathcal{L}_{K} v,|v|^{p-2} v\right)= & \int_{\mathcal{O}} F(t, x, u)|v|^{p-2} v d x+\int_{\mathcal{O}} g(t, x)|v|^{p-2} v d x \\
& +\int_{\mathcal{O}} z\left(\vartheta_{t} \omega\right)|v|^{p-2} v d x-\left(\mathcal{L}_{K} z\left(\vartheta_{t} \omega\right),|v|^{p-2} v\right) \tag{5.3}
\end{align*}
$$

where we can easily obtain

$$
\begin{align*}
\left(\mathcal{L}_{K} v,|v|^{p-2} v\right) & =\int_{\mathbf{R}^{2 N}}(v(x)-v(y))\left(|v(x)|^{p-2} v(x)-|v(y)|^{p-2} v(y)\right) K(x-y) d x d y \\
& \geqslant c(p) \int_{\mathbf{R}^{2 N}}|v(x)-v(y)|^{p} K(x-y) d x d y \geqslant 0 \tag{5.4}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\mathcal{O}} g(t, x)|v|^{p-2} v d x+\int_{\mathcal{O}} z\left(\vartheta_{t} \omega\right)|v|^{p-2} v d x \\
& \leqslant \frac{\alpha}{2^{p+2}}\|v\|_{2 p-2}^{2 p-2}+c\left(\|g(t, .)\|^{2}+\left|y\left(\vartheta_{t} \omega\right)\right|^{2}\right) \tag{5.5}
\end{align*}
$$

where $c=c(p, \alpha,\|\phi\|)$. It remains to estimate the nonlinearity and the last term on the right hand side of (5.3). From (4.4), we infer that

$$
\begin{equation*}
F\left(t, x, v+z\left(\vartheta_{t} \omega\right)\right) v \leqslant-\frac{1}{2^{p}} \alpha|v|^{p}+c\left|z\left(\vartheta_{t} \omega\right)\right|^{p}+\psi_{1}+\psi_{3}\left|z\left(\vartheta_{t} \omega\right)\right|, \tag{5.6}
\end{equation*}
$$

where $c=c\left(\alpha, p,\left\|\psi_{2}\right\|_{\infty}\right)$. By using Young inequality repeatedly, we deduce from (5.6) that

$$
\begin{align*}
\int_{\mathcal{O}} F(t, x, u)|v|^{p-2} v d x \leqslant & -\frac{\alpha}{2^{p+1}}\|v\|_{2 p-2}^{2 p-2}+c\|v\|_{p}^{p}+c\left|y\left(\vartheta_{t} \omega\right)\right|^{2 p-2} \\
& +c\left(\left\|\psi_{1}(t, .)\right\|_{\frac{p}{2}}^{\frac{p}{2}}+\left\|\psi_{3}(t, .)\right\|^{2}\right), \tag{5.7}
\end{align*}
$$

where $c=c\left(\alpha, p,\left\|\psi_{2}\right\|_{\infty},\|\phi\|_{2 p-2}\right)$. Indeed, to derive the estimate of the last term in (5.7), we used

$$
\begin{aligned}
\int_{\mathcal{O}} \psi_{3}\left|z\left(\vartheta_{t} \omega\right) \| v\right|^{p-2} d x & \leqslant\left\|\psi_{3}(t, .)\right\|^{2}+\int_{\mathcal{O}}\left|z\left(\vartheta_{t} \omega\right)\right|^{2}|v|^{2 p-4} d x \\
& \leqslant\left\|\psi_{3}(t, .)\right\|^{2}+\frac{\alpha}{2^{p+3}}\|v\|_{2 p-2}^{2 p-2}+c\left\|z\left(\vartheta_{t} \omega\right)\right\|_{2 p-2}^{2 p-2} .
\end{aligned}
$$

On the other hand, by using Young inequality again we get that

$$
\begin{align*}
& \left(\mathcal{L}_{K} z\left(\vartheta_{t} \omega\right),|v|^{p-2} v\right) \\
& =\int_{\mathbf{R}^{2 N}} y\left(\vartheta_{t}\right)(\phi(x)-\phi(y))\left(|v(x)|^{p-2} v(x)-|v(y)|^{p-2} v(y)\right) K(x-y) d x d y \\
& =\int_{\mathbf{R}^{2 N}} y\left(\vartheta_{t} \omega\right)(\phi(x)-\phi(y))|v(x)|^{p-2} v(x) K(x-y) d x d y \\
& \quad-\int_{\mathbf{R}^{2 N}} y\left(\vartheta_{t} \omega\right)(\phi(x)-\phi(y))|v(y)|^{p-2} v(y) K(x-y) d x d y . \tag{5.8}
\end{align*}
$$

Thanks to $\mathcal{L}_{K} \phi \in L^{2}$, by Hölder inequality, we have

$$
\begin{aligned}
& \int_{\mathbf{R}^{2 N}} y\left(\vartheta_{t} \omega\right)(\phi(x)-\phi(y))|v(x)|^{p-2} v(x) K(x-y) d x d y \\
& \leqslant\left\{\int_{\mathbf{R}^{N}}\left(\int_{\mathbf{R}^{N}} y\left(\vartheta_{t} \omega\right)(\phi(x)-\phi(y)) K(x-y) d y\right)^{2} d x\right\}^{\frac{1}{2}}\left(\int_{\mathcal{O}}|v(x)|^{2 p-2} d x\right)^{\frac{1}{2}} \\
& \leqslant \frac{\alpha}{2^{p+3}}\|v\|_{2 p-2}^{2 p-2}+c\left|y\left(\vartheta_{t} \omega\right)\right|^{2} .
\end{aligned}
$$

Hence, it follows from (5.8) and 5.9) that

$$
\begin{equation*}
-\left(\mathcal{L}_{K} z\left(\vartheta_{t} \omega\right),|v|^{p-2} v\right) \leqslant \frac{\alpha}{2^{p+2}}\|v\|_{2 p-2}^{2 p-2}+c\left|y\left(\vartheta_{t} \omega\right)\right|^{2} \tag{5.10}
\end{equation*}
$$

Then combine (5.3)-(5.5), (5.7) and (5.10) to find

$$
\begin{align*}
\frac{d}{d t}\|v\|_{p}^{p}+\frac{\alpha}{2^{p+2}}\|v\|_{2 p-2}^{2 p-2} \leqslant & c_{1}\left(\|v\|_{p}^{p}+\|g(t, .)\|^{2}+\left\|\psi_{1}(t, .)\right\|_{\frac{p}{2}}^{\frac{p}{2}}+\left\|\psi_{3}(t, .)\right\|^{2}\right. \\
& \left.+\left|y\left(\vartheta_{t} \omega\right)\right|^{2 p-2}+\left|y\left(\vartheta_{t} \omega\right)\right|^{2}\right) \tag{5.11}
\end{align*}
$$

where the letter $c_{1}=c_{1}\left(\alpha, p,\|\phi\|,\|\phi\|_{2 p-2},\left\|\mathcal{L}_{K} \phi\right\|,\left\|\psi_{2}\right\|_{\infty}\right)$. By employing Lemma 5.1(ii) with $\nu=0, r=2$ and $\epsilon=1$, along with $\omega$ replaced by $\vartheta_{-\tau} \omega$, it follows that for $\sigma \in[\tau-2, \tau]$,

$$
\begin{align*}
&\left\|v\left(\sigma, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{p}^{p}+\frac{\alpha}{2^{p+2}} \int_{\tau-2}^{\tau}\|v(\xi)\|_{2 p-2}^{2 p-2} d \xi \\
& \leqslant 2 \int_{\tau-3}^{\tau}\left\|v\left(\xi, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{p}^{p} d \xi+3 c_{1} \int_{\tau-3}^{\tau}\left\|v\left(\xi, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{p}^{p} d \xi \\
&+3 c_{1} \int_{\tau-3}^{\tau}\left(\|g(\xi, .)\|^{2}+\left\|\psi_{1}(\xi, .)\right\|_{\frac{p}{2}}^{\frac{p}{2}}+\left\|\psi_{3}(\xi, .)\right\|^{2}\right. \\
&\left.+\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2 p-2}+\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2}\right) d \xi \\
& \leqslant c \int_{\tau-3}^{\tau}\left\|v\left(\xi, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{p}^{p} d \xi \\
&+c \int_{\tau-3}^{\tau}\left(\|g(\xi, .)\|^{2}+\left\|\psi_{1}(\xi, .)\right\|_{\frac{p}{2}}^{\frac{p}{2}}+\left\|\psi_{3}(\xi, .)\right\|^{2}\right) d \xi \\
&+c \int_{-3}^{0}\left(\left|y\left(\vartheta_{\xi} \omega\right)\right|^{2 p-2}+\left|y\left(\vartheta_{\xi} \omega\right)\right|^{2}\right) d \xi . \tag{5.12}
\end{align*}
$$

By the continuity of $y\left(\vartheta_{t} \omega\right)$, in conjunction with $\psi_{1} \in L_{\mathrm{loc}}^{p / 2}\left(\mathbf{R}, L^{p / 2}(\mathcal{O})\right)$ and $g, \psi_{3} \in$ $L_{\mathrm{loc}}^{2}\left(\mathbf{R}, L^{2}(\mathcal{O})\right)$, it is clear that, for every $\tau \in \mathbf{R}$ and $\omega \in \Omega$,

$$
\begin{align*}
& \int_{\tau-3}^{\tau}\left(\|g(\xi, .)\|^{2}+\left\|\psi_{1}(\xi, .)\right\|_{\frac{2}{2}}^{\frac{p}{2}}+\left\|\psi_{3}(\xi, .)\right\|^{2}\right) d \xi \\
& +\int_{-3}^{0}\left(\left|y\left(\vartheta_{\xi} \omega\right)\right|^{2 p-2}+\left|y\left(\vartheta_{\xi} \omega\right)\right|^{2}\right) d \xi<+\infty \tag{5.13}
\end{align*}
$$

On the other hand, by (4.2) in Lemma 4.1, there exists $T=T(\tau, \omega, D) \geqslant 3$, such that for all $t \geqslant T$,

$$
\begin{equation*}
\int_{\tau-3}^{\tau}\left\|v\left(\xi, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{p}^{p} d \xi \leqslant c(1+C(\tau, \omega)) \tag{5.14}
\end{equation*}
$$

Then the results are derived from (5.12)-(5.14).
Remark 3. From Lemma 5.2, we find that if the initial time goes to the negative infinite, the solution $u$ of problem (3.1)-(3.3) belongs to $L_{\text {loc }}^{2 p-2}\left(\mathbf{R}, L^{2 p-2}(\mathcal{O})\right)$, which is crucial for us to prove the bound of solutions in the regular space $X_{0}^{s}$.

The following is concerned with a priori estimate of solutions in the Hilbert space $X_{0}^{s}$. Note that the conditions on the nonlinear function $F$ and the non-autonomous terms $g, \psi_{1}$ and $\psi_{3}$ are not added.

Lemma 5.3. Suppose that (3.4)-(3.8) and $\mathfrak{D}$ is defined by (3.17). Let $\tau \in$ $\mathbf{R}, \omega \in \Omega$ and $D=\{D(\tau, \omega): \tau \in \mathbf{R}, \omega \in \Omega\} \in \mathfrak{D}$ with $u_{\tau-t} \in D\left(\tau-t, \vartheta_{-t} \omega\right)$. Then there exist constants $M=M(\tau, \omega)>0$ and $T=T(\tau, \omega, D) \geqslant 3$ such that for all $t \geqslant T$, the solution $u$ of problem (3.13)-(3.15) satisfies

$$
\left\|v\left(\sigma, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{X_{0}^{s}}^{2} \leqslant M(\tau, \omega), \quad \sigma \in[\tau-1, \tau],
$$

where $v_{\tau-t}=u_{\tau-t}-z\left(\vartheta_{-t} \omega\right)$ and $M(\tau, \omega)>0$ is a constant depending $\alpha, p, \lambda_{1}$, $\|\phi\|,\|\phi\|_{2 p-2},\left\|\mathcal{L}_{K} \phi\right\|,\left\|\psi_{2}\right\|_{\infty}, C(\tau, \omega), \int_{\tau-3}^{\tau}\left\|\psi_{3}(\xi, .)\right\|^{2} d \xi, \int_{\tau-3}^{\tau}\left\|\psi_{1}(\xi, .)\right\|_{\frac{p}{2}}^{\frac{p}{2}} d \xi$ and $\int_{\tau-3}^{\tau}\|g(\xi, .)\|^{2} d \xi$.

Proof. Using the test function $\mathcal{L}_{K} v$ in (3.13), we get

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\|v\|_{X_{0}^{s}}^{2}+\left\|\mathcal{L}_{K} v\right\|^{2}= & \left(F\left(t, x, v+z\left(\vartheta_{t} \omega\right)\right), \mathcal{L}_{K} v\right)+\left(g(t, x), \mathcal{L}_{K} v\right) \\
& +\left(z\left(\vartheta_{t} \omega\right), \mathcal{L}_{K} v\right)-\left(\mathcal{L}_{K} z\left(\vartheta_{t} \omega\right), \mathcal{L}_{K} v\right) \\
\leqslant & \frac{1}{2}\left\|\mathcal{L}_{K} v\right\|^{2}+c\|u\|_{2 p-2}^{2 p-2}+c\left\|\psi_{3}(t, .)\right\|^{2}+\|g(t, .)\|^{2} \\
& +c\left\|z\left(\vartheta_{t} \omega\right)\right\|^{2}+\left\|\mathcal{L}_{K} z\left(\vartheta_{t} \omega\right)\right\|^{2}
\end{aligned}
$$

which implies that

$$
\frac{d}{d t}\|v\|_{X_{0}^{s}}^{2} \leqslant c\left(\|v\|_{2 p-2}^{2 p-2}+\left\|\psi_{3}(t, .)\right\|^{2}+\|g(t, .)\|^{2}+\left|z\left(\vartheta_{t} \omega\right)\right|^{2}+\left|y\left(\vartheta_{t} \omega\right)\right|^{2 p-2}\right)
$$

Utilizing Lemma 5.1(ii) with $\nu=0, r=1$ and $\epsilon=1$, we show for $\sigma \in[\tau-1, \tau]$,

$$
\begin{aligned}
& \left\|v\left(\sigma, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{X_{0}^{s}}^{2} \\
& \leqslant c \int_{\tau-2}^{\tau}\|v(\xi)\|_{2 p-2}^{2 p-2} d \xi+c \int_{\tau-3}^{\tau}\left(\left\|\psi_{3}(\xi, .)\right\|^{2}+\|g(\xi, .)\|^{2}\right) d \xi \\
& \quad+c \int_{\tau-3}^{\tau}\left(\left|z\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2}+\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2 p-2}\right) d \xi+2 \int_{\tau-2}^{\tau}\|v(\xi)\|_{X_{0}^{s}}^{2} d \xi
\end{aligned}
$$

By (4.2) and (5.2), we know that there exist constants $T=T(\tau, \omega, D) \geqslant 3$ and $M_{1}(\tau, \omega)>1$ such that for all $t \geqslant T, \int_{\tau-2}^{\tau}\|v(\xi)\|_{2 p-2}^{2 p-2} d \xi \leqslant M_{1}(\tau, \omega)$ and $\int_{\tau-2}^{\tau}\|v(\xi)\|_{X_{0}^{s}}^{2} d \xi \leqslant M_{1}(\tau, \omega)$, respectively. And by (3.12), we have

$$
\int_{\tau-3}^{\tau}\left(\left|z\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2}+\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2 p-2}\right) d \xi \leqslant \varrho(\omega) \int_{\tau-3}^{\tau} e^{-\frac{1}{2} \lambda_{1}(\xi-\tau)} d \xi \leqslant 2 \varrho(\omega) \lambda_{1}^{-1} e^{\lambda_{1}}
$$

Notice that $g, \psi_{3} \in L_{l o c}^{2}\left(\mathbf{R}, L^{2}(\mathcal{O})\right)$. Then we conclude the proof.
For $\tau \in \mathbf{R}, \omega \in \Omega$, given $v$ be the solution of the problem (3.13)-(3.15). Set $h=h(\tau, \omega) \geqslant 1$. Let $(v-h)_{+}=\max \{v-h, 0\}$ and $(v+h)_{-}=\min \{v+h, 0\}$. In order to derive the flattening condition, we need the following crucial estimate which shows that the $(2 p-2)$-truncation of solutions on a finite integral interval converges to zero if the initial time goes to the negative infinite and the eigenvalue of $\mathcal{L}_{K}$ is large enough.

Lemma 5.4. Suppose that that (3.4)-(3.8) hold. Given $\tau \in \mathbf{R}, \omega \in \Omega, D=$ $\{D(\tau, \omega): \tau \in \mathbf{R}, \omega \in \Omega\}_{\tilde{h}} \in \mathfrak{D}$ with $u_{\tau-t} \in D\left(\tau-t, \vartheta_{-t} \omega\right)$. Then for any $\varepsilon>0$, there exist constants $\tilde{h}=\tilde{h}(\tau, \omega, \varepsilon) \geqslant 1, N=N(\tau, \omega, \varepsilon) \in \mathbf{N}$ and $T=T(\tau, \omega, D) \geqslant 3$ such that the solution $v$ to the problem (3.13)-(3.15) satisfies that for all $t \geqslant T$ and $k \geqslant N$,

$$
\begin{equation*}
\int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)} \int_{\tilde{\mathcal{O}}}\left|v\left(\xi, \tau-t, \vartheta_{-\tau} \omega, \tau-t, v_{\tau-t}\right)\right|^{2 p-2} d x d \xi \leqslant c \varepsilon \tag{5.15}
\end{equation*}
$$

where $\tilde{\mathcal{O}}=\left\{x \in \mathcal{O}:\left|v\left(\xi, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right| \geqslant \tilde{h}, \xi \in[\tau-1, \tau]\right\}$ and $\lambda_{k+1}$ is the eigenvalue of non-local operator $\mathcal{L}_{K}, c>0$ is a deterministic constant independent of $\tilde{h}, \tau$ and $\omega, v_{\tau-t}=u_{\tau-t}-z\left(\vartheta_{-t} \omega\right)$ and $p \geqslant 2$.

Proof. It is clear that (5.15) holds true for $p=2$, by means of (4.14). Without loss of generality, we let $p>2$ in what follows. Given $\tau \in \mathbf{R}$ and $\omega \in \Omega$ fixed, we first replace $\omega$ by $\vartheta_{-\tau} \omega$ in (3.13) to see that $v=v(\xi)=v\left(\xi, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right), \xi \in[\tau-1, \tau]$ is a solution to the stochastic differential equation at the sample $\vartheta_{-\tau} \omega$ with the initial datum $v_{\tau-t}$ at the initial time $\tau-t$ :

$$
\begin{equation*}
\frac{d v}{d \xi}+\mathcal{L}_{K} v(x)=F\left(\xi, x, v+z\left(\vartheta_{\xi-\tau} \omega\right)\right)+g(\xi, x)+z\left(\vartheta_{\xi-\tau} \omega\right)-\mathcal{L}_{K} z\left(\vartheta_{\xi-\tau} \omega\right) \tag{5.16}
\end{equation*}
$$

with the initial datum $v_{\tau-t}=u_{\tau-t}-z\left(\vartheta_{-t} \omega\right)$. For every $\tau \in \mathbf{R}, \omega \in \Omega$ and all $\xi \in[-1,0]$, let the large constant

$$
\begin{equation*}
h=h(\tau, \omega)>\aleph(\omega)=\sup _{\xi \in[-1,0]}\left\{\|\phi\|_{\infty}\left|y\left(\vartheta_{\xi} \omega\right)\right|\right\}, \tag{5.17}
\end{equation*}
$$

where $\aleph(\omega)$ is finite by the continuity of $y\left(\vartheta_{\xi} \omega\right)$ and $\phi \in L^{\infty}$. Indeed, by (3.12), we have $\left|y\left(\vartheta_{\xi} \omega\right)\right| \leqslant \sqrt{\varrho(\omega)} e^{\frac{1}{4} \lambda_{1}}<\infty$, for any $\xi \in[-1,0]$.

Using the test function $\left|(v-h)_{+}\right|^{p-2}(v-h)_{+}=(v-h)_{+}^{p-1}$ in (5.16), we get that, for every $\xi \in[\tau-1, \tau]$,

$$
\begin{align*}
& \frac{1}{p} \frac{d}{d \xi} \int_{\mathcal{O}}(v-h)_{+}^{p} d x+\left(\mathcal{L}_{K} v(x),(v-h)_{+}^{p-1}\right)=\int_{\mathcal{O}} F(\xi, x, u)(v-h)_{+}^{p-1} d x \\
& \left.\quad+\int_{\mathcal{O}}\left(g(\xi, x)+z\left(\vartheta_{\xi-\tau} \omega\right)\right)(v-h)_{+}^{p-1}\right) d x-\left(\mathcal{L}_{K} z\left(\vartheta_{\xi-\tau} \omega\right),(v-h)_{+}^{p-1}\right) \tag{5.18}
\end{align*}
$$

Recall from Lemma 6.3 in [2] that, for any $d \geqslant 2$, there exists a constant $c_{N, d}>0$ such that

$$
\begin{equation*}
\left(|x|^{d-2} x-|y|^{d-2} y\right) \cdot(x-y) \geqslant c_{N, d}|x-y|^{d} \tag{5.19}
\end{equation*}
$$

where "." is the inner product in $\mathbf{R}^{N}$.
We begin with the estimate of the second term on the left of (5.18). Indeed, we have

$$
\begin{align*}
& \left(\mathcal{L}_{K} v(x),(v-h)_{+}^{p-1}\right) \\
& =\int_{\mathbf{R}^{2 N}}(v(x)-v(y))\left((v(x)-h)_{+}^{p-1}-(v(y)-h)_{+}^{p-1}\right) K(x-y) d x d y \tag{5.20}
\end{align*}
$$

Let $\mathbf{R}^{2 N}=S_{1} \cup S_{2} \cup S_{3} \cup S_{4}$, where

$$
\begin{aligned}
& S_{1} \triangleq\left\{(x, y) \in \mathbf{R}^{2 N}: v(x) \geqslant h, v(y) \geqslant h, x, y \in \mathbf{R}^{N}\right\} ; \\
& S_{2} \triangleq\left\{(x, y) \in \mathbf{R}^{2 N}: v(x) \leqslant h, v(y) \leqslant h, x, y \in \mathbf{R}^{N}\right\} ; \\
& S_{3} \triangleq\left\{(x, y) \in \mathbf{R}^{2 N}: v(x) \geqslant h, v(y) \leqslant h, x, y \in \mathbf{R}^{N}\right\} ; \\
& S_{4} \triangleq\left\{(x, y) \in \mathbf{R}^{2 N}: v(x) \leqslant h, v(y) \geqslant h, x, y \in \mathbf{R}^{N}\right\} .
\end{aligned}
$$

Then by (5.19), it is clear that

$$
\begin{align*}
& \int_{S_{1}}(v(x)-v(y))\left((v(x)-h)_{+}^{p-1}-(v(y)-h)_{+}^{p-1}\right) K(x-y) d x d y \\
& =\int_{S_{1}}\left((v(x)-h)_{+}-(v(y)-h)_{+}\right)\left((v(x)-h)_{+}^{p-1}-(v(y)-h)_{+}^{p-1}\right) \\
& \quad \cdot K(x-y) d x d y \\
& \left.\geqslant \int_{S_{1}} \mid v(x)-h\right)_{+}-\left.(v(y)-h)_{+}\right|^{p} K(x-y) d x d y \geqslant 0 . \tag{5.21}
\end{align*}
$$

Since $(v(x)-h)_{+}=(v(y)-h)_{+}=0$ on $S_{2}$, then

$$
\begin{equation*}
\int_{S_{2}}(v(x)-v(y))\left((v(x)-h)_{+}^{p-1}-(v(y)-h)_{+}^{p-1}\right) K(x-y) d x d y=0 . \tag{5.22}
\end{equation*}
$$

Noticing that $(v(x)-v(y))\left((v(x)-h)_{+}^{p-1}-(v(y)-h)_{+}^{p-1}\right)=((v(x)-h)-(v(y)-$ $h))(v(x)-h)_{+}^{p-1} \geqslant 0$ on $S_{3}$, we have

$$
\begin{equation*}
\int_{S_{3}}(v(x)-v(y))\left((v(x)-h)_{+}^{p-1}-(v(y)-h)_{+}^{p-1}\right) K(x-y) d x d y \geqslant 0 \tag{5.23}
\end{equation*}
$$

and similarly, we also have

$$
\begin{equation*}
\int_{S_{4}}(v(x)-v(y))\left((v(x)-h)_{+}^{p-1}-(v(y)-h)_{+}^{p-1}\right) K(x-y) d x d y \geqslant 0 . \tag{5.24}
\end{equation*}
$$

From (5.20)-(5.24), we thereby obtain that

$$
\begin{equation*}
\left(\mathcal{L}_{K} v(x),(v-h)_{+}^{p-1}\right) \geqslant 0 . \tag{5.25}
\end{equation*}
$$

We then estimate the nonlinearity in (5.18). For convenience, we write $\mathcal{O}_{h}=$ $\left\{x \in \mathcal{O}:\left|v\left(\xi, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right| \geqslant h\right\}$ with $\xi \in[\tau-1, \tau]$.

Thanks to $v \geqslant h$, in conjunction with (5.17), it follows that

$$
u(\xi)=v(\xi)+z\left(\vartheta_{\xi-\tau} \omega\right) \geqslant v(\xi)-\aleph(\omega)>v(\xi)-h \geqslant 0,
$$

for $\xi \in[\tau-1, \tau]$, and consequently by (3.4), we have

$$
\begin{equation*}
F(\xi, x, u) \leqslant-\alpha u^{p-1}+\frac{\psi_{1}(x)}{u}, \quad x \in \mathcal{O}_{h} . \tag{5.26}
\end{equation*}
$$

By the inequality $|u|^{p-1} \geqslant 2^{2-p}|v|^{p-1}-\left|z\left(\vartheta_{\xi-\tau} \omega\right)\right|^{p-1}$, the result (5.26) is rephrased

$$
\begin{equation*}
F(\xi, x, u) \leqslant-\frac{\alpha}{2^{p-2}} v^{p-1}+\left|z\left(\vartheta_{\xi-\tau} \omega\right)\right|^{p-1}+\frac{\psi_{1}(x)}{v-h}, \quad x \in \mathcal{O}_{h} . \tag{5.27}
\end{equation*}
$$

Note that

$$
\begin{equation*}
v^{p-1} \geqslant v^{p-2}(v-h) \geqslant h^{p-2}(v-h), \quad x \in \mathcal{O}_{h} . \tag{5.28}
\end{equation*}
$$

Then by a splitting of the term $-\frac{\alpha}{2^{p-2}} v^{p-1}$ into two $\frac{1}{2}$-terms, with the one of them using (5.28), we get

$$
\begin{align*}
F(\xi, x, u) \leqslant & -\frac{\alpha}{2^{p-1}} h^{p-2}(v-h)_{+}-\frac{\alpha}{2^{p-1}} v^{p-1} \\
& +\left|z\left(\vartheta_{\xi-\tau} \omega\right)\right|^{p-1}+\frac{\psi_{1}(x)}{(v-h)_{+}}, \quad x \in \mathcal{O}_{h} \tag{5.29}
\end{align*}
$$

by which, the nonlinearity in (5.16) is estimated as

$$
\begin{align*}
\int_{\mathcal{O}} F(\xi, x, u)(v-h)_{+}^{p-1} d x & \leqslant-\frac{\alpha}{2^{p-1}} h^{p-2} \int_{\mathcal{O}}(v-h)_{+}^{p} d x-\frac{\alpha}{2^{p-1}} \int_{\mathcal{O}} v^{p-1}(v-h)_{+}^{p-1} d x \\
& +\int_{\mathcal{O}}\left|z\left(\vartheta_{\xi-\tau} \omega\right)\right|^{p-1}(v-h)_{+}^{p-1} d x+\int_{\mathcal{O}} \psi_{1}(x)(v-h)_{+}^{p-2} d x \tag{5.30}
\end{align*}
$$

where we note that

$$
\begin{equation*}
\frac{\alpha}{2^{p-1}} \int_{\mathcal{O}} v^{p-1}(v-h)_{+}^{p-1} d x \geqslant \frac{\alpha}{2^{p-1}} \int_{\mathcal{O}}(v-h)_{+}^{2 p-2} d x \tag{5.31}
\end{equation*}
$$

and by Young inequality and the condition $\phi \in L^{2 p-2}$, we get

$$
\begin{align*}
& \int_{\mathcal{O}}\left|z\left(\vartheta_{\xi-\tau} \omega\right)\right|^{p-1}(v-h)_{+}^{p-1} d x \\
& \leqslant \frac{\alpha}{2^{p}} \int_{\mathcal{O}}(v-h)_{+}^{2 p-2} d x+c\|\phi\|_{2 p-2}^{2 p-2}\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2 p-2} \tag{5.32}
\end{align*}
$$

and by the condition $\psi_{1} \in L_{\text {loc }}^{\frac{p}{2}}\left(\mathbf{R}, L^{\frac{p}{2}}\right)$ and the assumption $h \geqslant 1$, we have

$$
\begin{align*}
\int_{\mathcal{O}} \psi_{1}(\xi, x)(v-h)_{+}^{p-2} d x & \leqslant \frac{\alpha}{2^{p}} h^{p-2} \int_{\mathcal{O}}(v-h)_{+}^{p} d x+\left(\frac{\alpha}{2^{p}} h^{p-2}\right)^{-\frac{p-2}{2}}\left\|\psi_{1}(\xi, .)\right\|_{\frac{p}{2}}^{\frac{p}{2}} \\
& \leqslant \frac{\alpha}{2^{p}} h^{p-2} \int_{\mathcal{O}}(v-h)_{+}^{p} d x+\left(\frac{\alpha}{2^{p}}\right)^{-\frac{p-2}{2}}\left\|\psi_{1}(\xi, .)\right\|_{\frac{p}{2}}^{\frac{p}{2}}, \tag{5.33}
\end{align*}
$$

where $c=c(p, \alpha)$ independent of $h, \tau$ and $\omega$. Combine (5.31)-(5.33) into the right side of (5.30) to yield

$$
\begin{align*}
\int_{\mathcal{O}} F(\xi, x, u)(v-h)_{+}^{p-1} d x \leqslant & -\frac{\alpha}{2^{p}} h^{p-2} \int_{\mathcal{O}}(v-h)_{+}^{p} d x-\frac{\alpha}{2^{p}} \int_{\mathcal{O}}(v-h)_{+}^{2 p-2} d x \\
& +c\left(\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2 p-2}+\left\|\psi_{1}(\xi, .)\right\|_{\frac{p}{2}}^{\frac{p}{2}}\right), \tag{5.34}
\end{align*}
$$

where $c=c\left(\alpha, p,\|\phi\|,\|\phi\|_{2 p-2}\right)$. This completes the estimate of the nonlinear term in (5.18).

The second term on the right hand side of (5.16) is bounded by

$$
\begin{align*}
& \int_{\mathbf{R}^{N}}\left(g(\xi, x)+z\left(\vartheta_{\xi-\tau} \omega\right)\right)(v(\xi)-h)_{+}^{p-1} d x \\
& \leqslant \frac{\alpha}{2^{p+2}} \int_{\mathcal{O}}(v-h)_{+}^{2 p-2} d x+c\|g(\xi, .)\|^{2}+c\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2} \tag{5.35}
\end{align*}
$$

where $c=c(\alpha, p,\|\phi\|)$ For the last term in (5.16), thanks to $\mathcal{L}_{K} \phi \in L^{2}(\mathcal{O})$, we have

$$
\begin{align*}
& \left(\mathcal{L}_{K} z\left(\vartheta_{\xi-\tau} \omega\right),(v-h)_{+}^{p-1}\right)=\int_{\mathbf{R}^{2 N}} y\left(\vartheta_{\xi-\tau} \omega\right)(\phi(x)-\phi(y))\left((v(x)-h)_{+}^{p-1}\right. \\
& \left.\left.\quad-(v(y)-h)_{+}^{p-1}\right)\right) K(x-y) d x d y \\
& =\int_{\mathbf{R}^{2 N}} y\left(\vartheta_{\xi-\tau} \omega\right)(\phi(x)-\phi(y))(v(x)-h)_{+}^{p-1} K(x-y) d x d y \\
& \quad-\int_{\mathbf{R}^{2 N}} y\left(\vartheta_{\xi-\tau} \omega\right)(\phi(x)-\phi(y))(v(y)-h)_{+}^{p-1} K(x-y) d x d y . \tag{5.36}
\end{align*}
$$

By Hölder inequality,

$$
\begin{align*}
& \int_{\mathbf{R}^{2 N}}\left(y\left(\vartheta_{\xi-\tau} \omega\right)(\phi(x)-\phi(y))(v(x)-h)_{+}^{p-1} K(x-y) d x d y\right. \\
& \leqslant\left\{\int_{\mathbf{R}^{N}}\left(\int_{\mathbf{R}^{N}} y\left(\vartheta_{\xi-\tau} \omega\right)(\phi(x)-\phi(y)) K(x-y) d y\right)^{2} d x\right\}^{\frac{1}{2}} \\
& \cdot\left\{\int_{\mathbf{R}^{N}}(v(x)-h)_{+}^{2 p-2} d x\right\}^{\frac{1}{2}} \\
& \leqslant \frac{\alpha}{2^{p+3}} \int_{\mathcal{O}}(v-h)_{+}^{2 p-2} d x+c\left|y\left(\vartheta_{\xi-\tau}\right)\right|^{2}\left\|\mathcal{L}_{K} \phi\right\|^{2}, \tag{5.37}
\end{align*}
$$

and for the second term in (5.36), we have a similar estimate. Then by (5.36) and (5.37) we get

$$
\begin{equation*}
\left(\mathcal{L}_{K} z\left(\vartheta_{\xi-\tau} \omega\right),(v-h)_{+}^{p-1}\right) \leqslant \frac{\alpha}{2^{p+2}} \int_{\mathcal{O}}(v-h)_{+}^{2 p-2} d x+c\left|y\left(\vartheta_{\xi-\tau}\right)\right|^{2} \tag{5.38}
\end{equation*}
$$

where $c=c\left(\alpha, p,\left\|\mathcal{L}_{K} \phi\right\|\right)$.
Therefore, by a combination of (5.25), (5.34), (5.35) and (5.38) into (5.18), we finally find that

$$
\begin{align*}
& \frac{d}{d \xi} \int_{\mathcal{O}}(v-h)_{+}^{p} d x+\chi(h) \int_{\mathcal{O}}(v-h)_{+}^{p}+\frac{\alpha}{2^{p+1}} \int_{\mathcal{O}}(v-h)_{+}^{2 p-2} d x \\
& \leqslant c\left(\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2}+\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2 p-2}+\|g(\xi, .)\|^{2}+\left\|\psi_{1}(\xi, .)\right\|_{\frac{p}{2}}^{\frac{p}{2}}\right) \tag{5.39}
\end{align*}
$$

where $\chi(h)=\frac{\alpha}{2^{p-1}} h^{p-2} \uparrow \infty$ as $h \rightarrow \infty$, and the positive constant $c$ is independent of $h$. By employing Gronwall lemma over the interval $[\tau-1, \tau]$, we deduce that

$$
\begin{align*}
\int_{\tau-1}^{\tau} e^{\chi(h)(\xi-\tau)} \int_{\mathcal{O}} & (v(\xi)-h)_{+}^{2 p-2} d x d \xi \leqslant c e^{-\chi(h)}\|v(\tau-1)\|_{p}^{p} \\
& +c \int_{\tau-1}^{\tau} e^{\chi(h)(\xi-\tau)}\left(\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2}+\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2 p-2}\right) d \xi \\
& +c \int_{\tau-1}^{\tau} e^{\chi(h)(\xi-\tau)}\left(\|g(\xi, .)\|^{2}+\left\|\psi_{1}(\xi, .)\right\|_{\frac{p}{2}}^{\frac{p}{2}}\right) d \xi \tag{5.40}
\end{align*}
$$

By (5.1), there exists a constant $T=T(\tau, \omega, D) \geqslant 3$, such that for all $t \geqslant T$, $\|v(\xi)\|_{p}^{p} \leqslant M(\tau, \omega)$ for $\xi \in[\tau-2, \tau]$, and thereby we have

$$
\begin{equation*}
c e^{-\chi(h)}\|v(\tau-1)\|_{p}^{p} \leqslant c M(\tau, \omega) e^{-\chi(h)} \leqslant \frac{\varepsilon}{4}, \tag{5.41}
\end{equation*}
$$

for any $h \geqslant h_{1}$ with $h_{1}=h_{1}(\tau, \omega, \varepsilon)$. By (3.12), we get

$$
\begin{align*}
c \int_{\tau-1}^{\tau} e^{\chi(h)(\xi-\tau)}\left(\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2}+\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2 p-2}\right) d \xi & \leqslant c \varrho(\omega) \int_{\tau-1}^{\tau} e^{\left(\chi(h)-\frac{1}{2} \lambda_{1}\right)(\xi-\tau)} d \xi \\
& \leqslant \frac{c \varrho(\omega)}{\chi(h)-\frac{1}{2} \lambda_{1}} \leqslant \frac{\varepsilon}{4} \tag{5.42}
\end{align*}
$$

for any $h \geqslant h_{2}$ with some $h_{2}=h_{2}(\tau, \omega, \varepsilon)$. We next cope with the third term on the right hand side of (5.40). Indeed, choosing $M$ large enough such that $\chi(h)>\lambda_{1}$, and taking $\varsigma \in(0,1)$ small, we have

$$
\begin{aligned}
& \int_{\tau-1}^{\tau} e^{\chi(h)(\xi-\tau)}\|g(\xi, .)\|^{2} d \xi=\int_{\tau-1}^{\tau-\varsigma} e^{\chi(h)(\xi-\tau)}\|g(\xi, .)\|^{2} d \xi+\int_{\tau-\varsigma}^{\tau} e^{\chi(h)(\xi-\tau)}\|g(\xi, .)\|^{2} d \xi \\
& =e^{-\chi(h) \tau} \int_{\tau-1}^{\tau-\varsigma} e^{\left(\chi(h)-\lambda_{1}\right) \xi} e^{\lambda_{1} \xi}\|g(\xi, .)\|^{2} d \xi+\int_{\tau-\varsigma}^{\tau} e^{\chi(h)(\xi-\tau)}\|g(\xi, .)\|^{2} d \xi \\
& \leqslant e^{-\chi(h) \varsigma} e^{\lambda_{1}(\varsigma-\tau)} \int_{-\infty}^{\tau} e^{\lambda_{1} \xi}\|g(\xi, .)\|^{2} d \xi+\int_{\tau-\varsigma}^{\tau}\|g(\xi, .)\|^{2} d \xi
\end{aligned}
$$

By (3.8), $\int_{-\infty}^{\tau} e^{\lambda_{1} \xi}\|g(\xi, .)\|^{2} d \xi$ is bounded, therefore we have

$$
e^{-\chi(h) \varsigma} e^{\lambda_{1}(\varsigma-\tau)} \int_{-\infty}^{\tau} e^{\lambda_{1} \xi}\|g(\xi, .)\|^{2} d \xi \rightarrow 0
$$

as $h \rightarrow \infty$. On the other hand, since $g \in L_{\text {loc }}^{2}\left(\mathbf{R}, L^{2}(\mathcal{O})\right)$, we can choose $\varsigma$ small enough such that $\int_{\tau-\varsigma}^{\tau}\|g(\xi, .)\|^{2} d \xi \rightarrow 0$. Based on this analysis, we hence deduce that

$$
\begin{equation*}
c \int_{\tau-1}^{\tau} e^{\chi(h)(\xi-\tau)}\|g(\xi, .)\|^{2} d \xi \leqslant \frac{\varepsilon}{8}, \tag{5.43}
\end{equation*}
$$

for any $h \geqslant h_{3}$ with some $h_{3}=h_{3}(\tau, \varepsilon)>\lambda_{1}$. By a similar argument, using (3.8) we have

$$
\begin{equation*}
c \int_{\tau-1}^{\tau} e^{\chi(h)(\xi-\tau)}\left\|\psi_{1}(\xi, .)\right\|_{\frac{p}{2}}^{\frac{p}{2}} d \xi \leqslant \frac{\varepsilon}{8} \tag{5.44}
\end{equation*}
$$

for any $h \geqslant h_{4}$ with some $h_{4}=h_{4}(\tau, \varepsilon)>\lambda_{1}$.
Put $h_{0}=\max \left\{h_{1}, h_{2}, h_{3}, h_{4}\right\} \geqslant \lambda_{1}$. By plugging (5.41)-(5.43) into (5.40), we finally get that

$$
\begin{equation*}
\int_{\tau-1}^{\tau} e^{\chi(h)(\xi-\tau)} \int_{\mathcal{O}}(v(\xi)-h)_{+}^{2 p-2} d x d \xi \leqslant \varepsilon \tag{5.45}
\end{equation*}
$$

for any $h \geqslant h_{0}$. Note that the eigenvalue sequence $\left\{\lambda_{k}\right\}_{k \in \mathbf{N}}$ of the operator $\mathcal{L}_{K}$ is increasing to the positive infinity. Then we can choose $\lambda_{k+1}>\chi(h) \geqslant \chi\left(h_{0}\right)$ for any $k \geqslant N$ with some $N=N(\tau, \omega, \varepsilon)$. Then (5.45) is rewritten as

$$
\begin{equation*}
\int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)} \int_{\mathcal{O}_{h}}(v(\xi)-h)_{+}^{2 p-2} d x d \xi \leqslant \varepsilon \tag{5.46}
\end{equation*}
$$

for any $h \geqslant h_{0}$ and $k \geqslant N$. Noticing that $v \leqslant 2(v-h)_{+}$for $v \geqslant 2 h$, it follows from (5.46) that

$$
\int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)} \int_{\mathcal{O}_{2 h}}|v(\xi)|^{2 p-2} d x d \xi \leqslant \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)} \int_{\mathcal{O}_{h}}(v(\xi)-h)_{+}^{2 p-2} d x d \xi
$$

$$
\begin{equation*}
\leqslant 2^{2 p-2} \varepsilon \tag{5.47}
\end{equation*}
$$

where $\mathcal{O}_{2 h} \triangleq\left\{x \in \mathcal{O}: v\left(\xi, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right) \geqslant 2 h\right\} \subseteq \mathcal{O}_{h}$ with $\xi \in[\tau-1, \tau]$. By a whole parallel way, using the test function $\left|(v+h)_{-}\right|^{p-2}(v+h)_{-}$, we can show that there exist $\tilde{h}_{0}=\tilde{h}_{0}(\tau, \omega, \varepsilon)>1, T_{1}=T_{1}(\tau, \omega, D) \geqslant 3$ and $N_{1}=N_{1}(\tau, \omega, \varepsilon) \in \mathbf{N}$ such that for all $h>\tilde{h}_{0}, t \geqslant T_{1}$ and $k \geqslant N_{1}$,

$$
\begin{equation*}
\int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)} \int_{\mathcal{O}_{-2 h}}|v(\xi)|^{2 p-2} d x d \xi \leqslant 2^{2 p-2} \varepsilon \tag{5.48}
\end{equation*}
$$

where $\mathcal{O}_{-2 h} \triangleq\left\{x \in \mathcal{O}: v\left(\xi, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right) \leqslant-2 h\right\}$ with $\xi \in[\tau-1, \tau]$. Then the proof is concluded by (5.47) and (5.48).

Remark 4. The non-autonomous terms $\psi_{1}$ and $g$ have weaker assumptions $\psi_{1} \in L_{\operatorname{loc}}^{\frac{p}{2}}\left(\mathbf{R}, L^{\frac{p}{2}}(\mathcal{O})\right)$ and $g \in L^{2}\left(\mathbf{R}, L^{2}(\mathcal{O})\right)$ than $\psi_{1} \in L^{\infty}\left(\mathbf{R}, L^{\frac{p}{2}}(\mathcal{O})\right)$ and $g \in$ $L^{\infty}\left(\mathbf{R}, L^{2}(\mathcal{O})\right)$ in [13]. On the other hand, the assumption that $\phi \in L^{\infty}(\mathcal{O})$ is separately used in the process of deriving this truncation estimate of solutions which is necessary to prove the flattening condition in what follows.
5.2. Spectrum splitting method and flattening condition. To obtain the regularity of pullback attractor in $X_{0}^{s}$, we need to prove the flattening condition of the cocycle defined by (3.16) in $X_{0}^{s}$, which is derived by the spectrum splitting technique. Thanks to Lemma 2.2 (ii), the non-local operator $\mathcal{L}_{K}$ has a family of eigenvectors $\left\{e_{j}\right\}_{j \in \mathbf{N}}$ such that $\left\{e_{j}\right\}_{j \in \mathbf{N}}$ is an orthonormal basis of both $L^{2}(\mathcal{O})$ and $X_{0}^{s}$ with $\left\|e_{j}\right\|=1$ for every $j \in \mathbf{N}$, and the corresponding eigenvalues $\lambda_{j} \uparrow \infty$ as $j \rightarrow \infty$. Thus for any $v \in X_{0}^{s}$, we have $v=\sum_{j=1}^{\infty} c_{j} e_{j}$ for some $c_{j} \in \mathbf{R}, j \in \mathbf{N}$. Then the non-local operator $\mathcal{L}_{K}$ can be formulated as

$$
\begin{equation*}
\mathcal{L}_{K} v=\sum_{j=1}^{\infty} c_{j} \mathcal{L}_{K} e_{j}=\sum_{j=1}^{\infty} c_{j} \lambda_{j} e_{j}, \quad v \in X_{0}^{s} \tag{5.49}
\end{equation*}
$$

and therefore $\left\|\mathcal{L}_{K} v\right\|^{2}=\sum_{j=1}^{\infty}\left(c_{j} \lambda_{j}\right)^{2}$. We make a direct sum decomposition of the space $X_{0}^{s}$ by

$$
X_{0}^{s}=\operatorname{span}\left\{e_{1}, e_{2}, \ldots, e_{k}\right\} \oplus\left(\operatorname{span}\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}\right)^{\perp}=\operatorname{span}\left\{e_{1}, e_{2}, \ldots, e_{k}\right\} \oplus \mathbf{P}_{k+1}
$$

where $\mathbf{P}_{k+1}=\left\{u \in X_{0}^{s}:\left(u, e_{j}\right)_{X_{0}^{s}}=0, \forall j=1,2, \ldots, k\right\}$. It is noted that the orthogonal $\perp$ is calculated with respect to the scalar product of $X_{0}^{s}$ which is defined by (2.6). Thus, given any $v \in X_{0}^{s}$, we write $v=v_{1}+v_{2}$ with $v_{2} \in \mathbf{P}_{k+1}$. Define a project operator $P_{k}$ by

$$
\begin{equation*}
P_{k}: X_{0}^{s} \rightarrow \operatorname{span}\left\{e_{1}, e_{2}, \ldots, e_{k}\right\} \tag{5.50}
\end{equation*}
$$

Then $P_{k} X_{0}^{s}=\operatorname{span}\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}$ and $\left(I-P_{k}\right) X_{0}^{s}=\mathbf{P}_{k+1}$, and therefore, $v=$ $v_{1}+v_{2}=P_{k} v+\left(I-P_{k}\right) v$ for any $v \in X_{0}^{s}$, such that

$$
\begin{equation*}
v_{1} \triangleq P_{k} v=\sum_{j=1}^{k} c_{j} \lambda_{j} e_{j}, \quad v_{2} \triangleq\left(I-P_{k}\right) v=\sum_{j=k+1}^{\infty} c_{j} \lambda_{j} e_{j} . \tag{5.51}
\end{equation*}
$$

The following lemma is concerned with the flattening condition of solutions.
Lemma 5.5. Let $s \in(0,1)$ and $N>2 s$. Suppose that (3.4)-(3.8) hold and $\mathfrak{D}$ is defined by (3.17). Let $\tau \in \mathbf{R}, \omega \in \Omega$ and $D=\{D(\tau, \omega): \tau \in \mathbf{R}, \omega \in \Omega\} \in \mathfrak{D}$ with $u_{\tau-t} \in D\left(\tau-t, \vartheta_{-t} \omega\right)$. Then for every $\varepsilon>0$, there exist $T=T(\tau, \omega, D, \varepsilon) \geqslant 3$ and $N_{0}=N_{0}(\tau, \omega, \varepsilon) \in \mathbf{N}$ such that for all $t \geqslant T$ and $k \geqslant N_{0}$, the solution $u$ of problem (3.1)-(3.3) satisfies

$$
\left\|\left(I-P_{k}\right) u\left(\tau, \tau-t, \vartheta_{-\tau} \omega, u_{\tau-t}\right)\right\|_{X_{0}^{s}} \leqslant \varepsilon .
$$

Proof. From (3.13), tested with $\mathcal{L}_{K} v_{2}$, we obtain that

$$
\begin{align*}
& \int_{\mathbf{R}^{2 N}}\left(v_{t}(x)-v_{t}(y)\right)\left(v_{2}(x)-v_{2}(y)\right) K(x-y) d x d y+\left(\mathcal{L}_{K} v, \mathcal{L}_{K} v_{2}\right) \\
& =\int_{\mathcal{O}} F\left(t, x, v+z\left(\vartheta_{t} \omega\right)\right) \mathcal{L}_{K} v_{2} d x+\int_{\mathcal{O}} g(t, x) \mathcal{L}_{K} v_{2} d x \\
& \quad+\int_{\mathcal{O}} z\left(\vartheta_{t} \omega\right) \mathcal{L}_{K} v_{2} d x-\left(\mathcal{L}_{K} z\left(\vartheta_{t} \omega\right), \mathcal{L}_{K} v_{2}\right) \tag{5.52}
\end{align*}
$$

By the $\perp$ relation of $v_{1}$ and $v_{2}$ in $X_{0}^{s}$, we deduce that

$$
\begin{equation*}
\int_{\mathbf{R}^{2 N}}\left(v_{t}(x)-v_{t}(y)\right)\left(v_{2}(x)-v_{2}(y)\right) K(x-y) d x d y=\frac{1}{2} \frac{d}{d t}\left\|v_{2}\right\|_{X_{0}^{s}} . \tag{5.53}
\end{equation*}
$$

Thanks to (5.51), we have

$$
\mathcal{L}_{K} v_{2}=\sum_{j=k+1}^{\infty} c_{j} \lambda_{j} e_{j} .
$$

Then along with (5.49), it produces that

$$
\begin{equation*}
\left(\mathcal{L}_{K} v, \mathcal{L}_{K} v_{2}\right)=\left(\sum_{j=1}^{\infty} c_{j} \lambda_{j} e_{j}, \sum_{j=k+1}^{\infty} c_{j} \lambda_{j} e_{j}\right)=\sum_{j=k+1}^{\infty} c_{j}^{2}\left(\lambda_{j}\right)^{2}=\left\|\mathcal{L}_{K} v_{2}\right\|^{2} \tag{5.54}
\end{equation*}
$$

By plugging (5.53) and (5.54) into (5.52), we obtain

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\|v_{2}\right\|_{X_{0}^{s}}+\left\|\mathcal{L}_{K} v_{2}\right\|^{2}= & \int_{\mathcal{O}} F\left(t, x, v+z\left(\vartheta_{t} \omega\right)\right) \mathcal{L}_{K} v_{2} d x+\int_{\mathcal{O}} g(t, x) \mathcal{L}_{K} v_{2} d x \\
& +\int_{\mathcal{O}} z\left(\vartheta_{t} \omega\right) \mathcal{L}_{K} v_{2} d x-\left(\mathcal{L}_{K} z\left(\vartheta_{t} \omega\right), \mathcal{L}_{K} v_{2}\right) \tag{5.55}
\end{align*}
$$

We now estimate every term on the right hand side of (5.55). For the nonlinearity term, by (3.5) we get

$$
\begin{align*}
& \int_{\mathcal{O}} F\left(t, x, v+z\left(\vartheta_{t} \omega\right)\right) \mathcal{L}_{K} v_{2} d x \leqslant \frac{1}{6}\left\|\mathcal{L}_{K} v_{2}\right\|^{2}+\frac{3}{2} \int_{\mathcal{O}}\left|F\left(t, x, v+z\left(\vartheta_{t} \omega\right)\right)\right|^{2} d x \\
& \left.\left.\leqslant \frac{1}{6}\left\|\mathcal{L}_{K} v_{2}\right\|^{2}+3\left\|\psi_{2}\right\|_{\infty}^{2} \int_{\mathcal{O}} \right\rvert\, v+z\left(\vartheta_{t} \omega\right)\right)\left.\right|^{2 p-2} d x+3\left\|\psi_{3}(t, .)\right\|^{2} \\
& \leqslant \frac{1}{6}\left\|\mathcal{L}_{K} v_{2}\right\|^{2}+c\| \| v\left\|_{2 p-2}^{2 p-2}+c\left|y\left(\vartheta_{t} \omega\right)\right|^{2 p-2}+c\right\| \psi_{3}(t, .) \|^{2} \tag{5.56}
\end{align*}
$$

It is easy to calculate that

$$
\begin{align*}
& \int_{\mathcal{O}} g(t, x) \mathcal{L}_{K} v_{2} d x+\int_{\mathcal{O}} z\left(\vartheta_{t} \omega\right) \mathcal{L}_{K} v_{2} d x \\
& \leqslant \frac{1}{6}\left\|\mathcal{L}_{K} v_{2}\right\|^{2}+c\left(\|g(t, .)\|^{2}+\|\phi\|^{2}\left|y\left(\vartheta_{t} \omega\right)\right|^{2}\right) \tag{5.57}
\end{align*}
$$

Since $\mathcal{L}_{K} \phi \in L^{2}(\mathcal{O})$, then we have

$$
\begin{equation*}
-\left(\mathcal{L}_{K} z\left(\vartheta_{t} \omega\right), \mathcal{L}_{K} v_{2}\right) \leqslant \frac{1}{6}\left\|\mathcal{L}_{K} v_{2}\right\|^{2}+c\left|y\left(\vartheta_{t} \omega\right)\right|^{2} . \tag{5.58}
\end{equation*}
$$

Thus by a combination of (5.55)-(5.58), we find

$$
\begin{align*}
\frac{d}{d t}\left\|v_{2}\right\|_{X_{0}^{s}}+\left\|\mathcal{L}_{K} v_{2}\right\|^{2} \leqslant & c\left(\|v\|_{2 p-2}^{2 p-2}+\left\|\psi_{3}(t, .)\right\|^{2}+\|g(t, .)\|^{2}\right) \\
& +c\left(\left|y\left(\vartheta_{t} \omega\right)\right|^{2}+\left|y\left(\vartheta_{t} \omega\right)\right|^{2 p-2}\right) \tag{5.59}
\end{align*}
$$

where $c>0$ is a deterministic constant independent of $k, \tau$ and $\omega$. Note that we have

$$
\begin{equation*}
\left\|\mathcal{L}_{K} v_{2}\right\|^{2}=\sum_{j=k+1}^{\infty}\left(c_{j} \lambda_{j}\right)^{2} \geqslant \lambda_{k+1} \sum_{j=k+1}^{\infty} c_{j}^{2} \lambda_{j}=\lambda_{k+1}\left\|v_{2}\right\|_{X_{0}^{s}}^{2}, \tag{5.60}
\end{equation*}
$$

since by the orthogonal property of $e_{j}$ in $X_{0}^{s}$ and $\left\|e_{j}\right\|=1$, we have

$$
\begin{aligned}
\left\|v_{2}\right\|_{X_{0}^{s}}^{2} & =\int_{\mathbf{R}^{2 N}}\left|v_{2}(x)-v_{2}(y)\right|^{2} K(x-y) d x d y \\
& =\int_{\mathbf{R}^{2 N}}\left|\sum_{j=k+1}^{\infty} c_{j} e_{j}(x)-\sum_{j=k+1}^{\infty} c_{j} e_{j}(y)\right|^{2} K(x-y) d x d y \\
& =\sum_{j=k+1}^{\infty} c_{j}^{2} \int_{\mathbf{R}^{2 N}}\left|e_{j}(x)-e_{j}(y)\right|^{2} K(x-y) d x d y \\
& =\sum_{j=k+1}^{\infty} c_{j}^{2} \lambda_{j}(\text { by }(2.10)) .
\end{aligned}
$$

Therefore, combine (5.60) with (5.59) to yield

$$
\begin{align*}
\frac{d}{d t}\left\|v_{2}\right\|_{X_{0}^{s}}+\lambda_{k+1}\left\|v_{2}\right\|_{X_{0}^{s}}^{2} & \leqslant c\left(\|v\|_{2 p-2}^{2 p-2}+\left\|\psi_{3}(t, .)\right\|^{2}+\|g(t, .)\|^{2}\right) \\
& +c\left(\left|y\left(\vartheta_{t} \omega\right)\right|^{2}+\left|y\left(\vartheta_{t} \omega\right)\right|^{2 p-2}\right) \tag{5.61}
\end{align*}
$$

By Lemma 5.1 (i), we have

$$
\begin{align*}
& \left\|v_{2}\left(\tau, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{X_{0}^{s}} \leqslant \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)}\left\|v_{2}\left(\xi, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{X_{0}^{s}} d \xi \\
& +c \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)}\|v(\xi)\|_{2 p-2}^{2 p-2} d \xi+c \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)}\left(\left\|\psi_{3}(\xi, .)\right\|^{2}+\|g(\xi, .)\|^{2}\right) d \xi \\
& +c \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)}\left(\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2}+\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2 p-2}\right) d \xi . \tag{5.62}
\end{align*}
$$

Noticing that $\left\|v_{2}\right\|_{X_{0}^{s}} \leqslant\|v\|_{X_{0}^{s}}$, by Lemma 5.3, there exist positive constants $M=$ $M(\tau, \omega)$ and $T_{1}=T_{1}(\tau, \omega, D) \geqslant 3$ such that for all $t \geqslant T_{1}$,

$$
\begin{align*}
& \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)}\left\|v_{2}\left(\xi, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{X_{0}^{s}} d \xi \\
& \leqslant M(\tau, \omega) \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)} d \xi \leqslant M(\tau, \omega) \lambda_{k+1}^{-1} . \tag{5.63}
\end{align*}
$$

For the second term on the right hand of (5.62), by a splitting of the state space $\mathcal{O}$, we have

$$
\begin{align*}
c \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)}\|v(\xi)\|_{2 p-2}^{2 p-2} d \xi= & c \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)} \int_{\mathcal{O}}|v(\xi)|^{2 p-2} d x d \xi \\
= & \left(\int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)} \int_{\tilde{\mathcal{O}}}|v(\xi)|^{2 p-2} d x d \xi\right. \\
& \left.+\int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)} \int_{\mathcal{O} \backslash \tilde{\mathcal{O}}}|v(\xi)|^{2 p-2} d x d \xi\right), \tag{5.64}
\end{align*}
$$

where $\tilde{\mathcal{O}}=\left\{x \in \mathcal{O}:\left|v\left(s, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right| \geqslant \tilde{h}\right\}$. Then by Lemma 5.4, there exist constants $T=T(\tau, \omega, D, \varepsilon) \geqslant T_{1} \geqslant 3$ and $N_{0}=N_{0}(\tau, \omega, \varepsilon) \in \mathbf{N}$ such that for all $t \geqslant T, k \geqslant N_{0}$ and a large $\tilde{h}$,

$$
\begin{equation*}
c \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)} \int_{\tilde{\mathcal{O}}}|v(\xi)|^{2 p-2} d x d \xi \leqslant c \varepsilon \tag{5.65}
\end{equation*}
$$

On the other hand, since $\int_{\mathcal{O} \backslash \tilde{\mathcal{O}}}|v(\xi)|^{2 p-2} d x \leqslant \tilde{h}^{2 p-2} \operatorname{mea}(\mathcal{O} \backslash \tilde{\mathcal{O}}) \triangleq c<\infty$, then

$$
\begin{equation*}
c \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)} \int_{\mathcal{O} \backslash \mathcal{O}}|v(\xi)|^{2 p-2} d x d \xi \leqslant c \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)} d \xi \leqslant c \lambda_{k+1}^{-1} \tag{5.66}
\end{equation*}
$$

Thus incorporation (5.64)-(5.66), we get

$$
\begin{equation*}
c \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)}\|v(\xi)\|_{2 p-2}^{2 p-2} d \xi \leqslant c\left(\varepsilon+\lambda_{k+1}^{-1}\right) \tag{5.67}
\end{equation*}
$$

For the third term of (5.62), by a same argument as (5.43) and (5.44), we may show

$$
\begin{equation*}
c \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)}\left(\left\|\psi_{3}(\xi, .)\right\|^{2}+\|g(\xi, .)\|^{2}\right) d \xi \leqslant c \varepsilon \tag{5.68}
\end{equation*}
$$

for $k$ large enough. For the last term of (5.62), by (3.12) we have

$$
\begin{align*}
& c \int_{\tau-1}^{\tau} e^{\lambda_{k+1}(\xi-\tau)}\left(\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2}+\left|y\left(\vartheta_{\xi-\tau} \omega\right)\right|^{2 p-2}\right) d \xi \\
& =c \int_{-1}^{0} e^{\lambda_{k+1} \xi}\left(\left|y\left(\vartheta_{\xi} \omega\right)\right|^{2}+\left|y\left(\vartheta_{\xi} \omega\right)\right|^{2 p-2}\right) d \xi \\
& \leqslant c \varrho(\omega) \int_{-1}^{0} e^{\left(\lambda_{k+1}-\frac{1}{2} \lambda_{1}\right) \xi} d \xi \leqslant c \varrho(\omega)\left(\lambda_{k+1}-\frac{1}{2} \lambda_{1}\right)^{-1} . \tag{5.69}
\end{align*}
$$

Since $\lambda_{k+1} \rightarrow \infty$ as $k \rightarrow \infty$, then by a combination of (5.62), (5.63) and (5.67)-(5.69), there exist positive constants $T=T(\tau, \omega, D, \varepsilon) \geqslant 3$ and $N_{0}=N_{0}(\tau, \omega, \varepsilon) \in \mathbf{N}$ such that for all $t \geqslant T$ and $k \geqslant N_{0}$,

$$
\begin{equation*}
\left\|v_{2}\left(\tau, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{X_{0}^{s}}^{2} \leqslant c \varepsilon, \tag{5.70}
\end{equation*}
$$

where $c>0$ is a constant independent of $\varepsilon, \tau$ and $\omega$. Thanks to $u_{2}(\tau)=v_{2}(\tau)+z_{2}(\omega)$, by employing (5.60) and (3.10), in conjunction with (5.70), it follows that

$$
\begin{aligned}
\left\|u_{2}\left(\tau, \tau-t, \vartheta_{-\tau} \omega, u_{\tau-t}\right)\right\|_{X_{0}^{s}}^{2} & \leqslant\left\|v_{2}\left(\tau, \tau-t, \vartheta_{-\tau} \omega, v_{\tau-t}\right)\right\|_{X_{0}^{s}}^{2}+|y(\omega)|^{2}\left\|\phi_{2}\right\|_{X_{0}^{2}}^{2} \\
& \leqslant c \varepsilon+\varrho(\omega)\left\|\mathcal{L}_{K} \phi\right\|^{2} \lambda_{k+1}^{-1} \leqslant c \varepsilon
\end{aligned}
$$

when $k$ is large enough, which implies the claims in the lemma.
We are now ready to show that the cocycle $\varphi$ satisfies the $\mathfrak{D}$-flattening condition in the Hilbert space $X_{0}^{s}$, which is a uniformly convex topological space.

Lemma 5.6. Let $s \in(0,1)$ and $N>2 s$. Suppose that (3.4)-(3.8) hold and $\mathfrak{D}$ is defined by (3.17). Then the cocycle $\varphi$ defined by (3.16) satisfies the $\mathfrak{D}$-flattening condition in $X_{0}^{s}$.

Proof. Given $\varepsilon>0$ arbitrary small, Thanks to Lemma 5.5 , for every $\tau \in \mathbf{R}$ and $\omega \in \Omega$, there exist positive constants $T_{1}=T_{1}(\tau, \omega, D, \varepsilon) \geqslant 3$ and a large natural number $N_{0}$ such that, for all $t \geqslant T_{1}$,

$$
\begin{equation*}
\left\|\left(I-P_{N_{0}}\right) u\left(\tau, \tau-t, \vartheta_{-\tau} \omega, u_{\tau-t}\right)\right\|_{X_{0}^{s}} \leqslant \varepsilon \tag{5.71}
\end{equation*}
$$

where $P_{N_{0}}$ is defined by (5.50). On the other hand, by Lemma 5.3 , there exist positive constants $T_{2}=T_{2}(\tau, \omega, D, \varepsilon) \geqslant T_{1}$ and $M(\tau, \omega)$ such that, for all $t \geqslant T_{2}$,

$$
\begin{equation*}
\left\|u\left(\tau, \tau-t, \vartheta_{-\tau} \omega, u_{\tau-t}\right)\right\|_{X_{0}^{s}} \leqslant M(\tau, \omega) . \tag{5.72}
\end{equation*}
$$

Put $X_{1}=\operatorname{span}\left\{e_{1}, e_{2}, \ldots, e_{N_{0}}\right\}$ where $\left\{e_{j}\right\}_{j \in \mathbf{N}}$ is the basis of $X_{0}^{s}$. Then $X_{1}$ has a finite dimension $N_{0}$ and the bounded projector $P_{N_{0}}: X_{0}^{s} \rightarrow X_{1}$. By the definition of $\varphi$ in (3.16), we have $\varphi\left(t, \tau-t, \vartheta_{-t} \omega,.\right)=u\left(\tau, \tau-t, \vartheta_{-\tau} \omega,.\right)$. Therefore in view of (5.71) and (5.72), we get
$\left\|\left(I-P_{N_{0}}\right) \varphi\left(t, \tau-t, \vartheta_{-t} \omega, u_{\tau-t}\right)\right\|_{X_{0}^{s}} \leqslant \varepsilon, \quad\left\|P_{N_{0}} \varphi\left(t, \tau-t, \vartheta_{-t} \omega, u_{\tau-t}\right)\right\|_{X_{0}^{s}} \leqslant M(\tau, \omega)$, for all $t \geqslant T_{2}$. This completes the proof.
5.3. Pullback attractors in $\boldsymbol{X}_{\mathbf{0}}^{\boldsymbol{s}}$. According to Lemma 4.3, Lemma 4.4 and Lemma 5.6, in conjunction with Theorem 2.8 and Theorem 2.9, we now obtain the main result in this section.

Theorem 5.7. Let $s \in(0,1)$ and $N>2 s$. Suppose that (3.4)-(3.8) hold and $\mathfrak{D}$ is defined by (3.17). Then the random cocycle $\varphi$ defined by (3.16) admits a unique $\mathfrak{D}$-pullback attractor $\mathcal{A}_{X_{0}^{s}}=\left\{\mathcal{A}_{X_{0}^{s}}(\tau, \omega): \tau \in \mathbf{R}, \omega \in \Omega\right\}$ in $X_{0}^{s}$, where $\mathcal{A}_{X_{0}^{s}}(\tau, \omega)$ is structured by

$$
\mathcal{A}_{X_{0}^{s}}(\tau, \omega) \triangleq \bigcap_{s \geqslant 0} \overline{\bigcup_{t \geqslant s} \varphi\left(t, \tau-t, \vartheta_{-t} \omega, \mathcal{K}\left(\tau-t, \vartheta_{-t} \omega\right)\right)} X^{s}
$$

where the family $\mathcal{K}$ is the closed $\mathfrak{D}$-pullback random absorbing of $\varphi$ in $L^{2}(\mathcal{O})$. In addition, $\mathcal{A}_{X_{0}^{s}}=\mathcal{A}$, where $\mathcal{A}$ is the $\mathfrak{D}$-pullback attractor of $\varphi$ in $L^{2}(\mathcal{O})$ as in Theorem 4.5.

Remark 5. Theorem 5.7 demonstrates that the general model (1.1)-(1.3) admits the smoothing dynamics, namely, the compactness and attracting properties of pullback attractor obtained in $L^{2}(\mathcal{O})$ can be generalized to the regular space $X_{0}^{s}$, despite of the random influence. To achieve this regular dynamics, it seems that the noise coefficient $\phi \in L^{\infty}$ is indispensable, which is intrinsically used in Lemma 5.4. In recent literature $[32,30,33]$, the author developed a method to surmount the condition $\phi \in L^{\infty}$. We will discuss the pullback attractor for this equation on unbounded domain driven by such type noise in the future.
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