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On bounded energy of convolution of fractal measures

GUANGZENG YI

Abstract. For all s € [0,1] and ¢t € (0,s] U [2 — 5,2), we find the supremum of numbers
w € (0,2) such that

IUJ(M * J) 5 15

where p is any Borel measure on B(1) with I;(uz) < 1 and o is any (s, 1)-Frostman measure on a
C?-graph with non-zero curvature. As an application, we use this to show the sharp L%-decay of
Fourier transform of o when s € [3,1].

Murtomittojen konvoluutioiden rajallisesta energiasta

Tiivistelmi. Jokaista arvoa s € [0,1] ja ¢t € (0,s] U [2 — s,2) kohti 16ydetddn téssd tyossd
sellaisten lukujen w € (0,2) supremum, jotka toteuttavat ehdon

IW(M*U) 5 1)

kun g on miké tahansa kuulan B(1) Borelin mitta, jolla I;(u) < 1, ja o on mikd tahansa Frostmanin
(s,1)-mitta C?-kuvaajalla, jonka kaarevuus on nollasta poikkeava. Tdmén sovelluksena saadaan

mitan o Fourier’n muunnoksen tarkka L®-vaimeneminen arvoilla s € [%, 1].

1. Introduction

Assume that ¢ € C*(R) satisfies the positive curvature condition
(1.1) Y"(x) >0, zeR.

Let T' be the truncated graph of ¢ on [—1,1]. For 0 < w < d, let I,(x) be the
w-dimensional Riesz energy of a measure p, which is defined as

du(z) du(y . o

12 e [ BRI e [ e de
R [T — Y| R4

See [12, Theorem 3.10| for the proof of the second identity. We also recall the

definition of Frostman measures.

Definition 1.3. Let u € [0,2] and C,, > 1. A Borel measure p on R? is called a
(u, C,,)-Frostman measure if pu(B(z,7)) < C,r* for all € R? and r > 0. Here C, is
also called the Frostman constant of .

Of concern is the following problem.

Question 1. Given s € [0,1] and t € (0,2), let i be a Borel measure on B(1)
with I;(n) < 1 and let o be an (s, 1)-Frostman measure on I'. What is the supremum
f(s,t) of w € (0,2) such that L,(pt % 0) Systw 1 for all such p and o?
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The main result in this paper answers Question 1 partially. For the remaining
cases t € [5,3s], s € (0,3] and ¢ € [s,2 — 5], s € [, 1], see Remark 4.4 for some
partial results.

Theorem 1.4. For s € [0,1] and t € (0,2), we have

s+t, whente (0,s], s€(0,1],

s+1, whente[2—s,s+1], se[i,1],
t, when t € [3s,s + 1], s 1,

t, whent € [s+1,2), s

(1.5) f(s.t) = ol
€[0,1)

Moreover, if I;(11) < +oo and o is an (s,C,)-Frostman measure on I', then for
f(s,t) = s+t orf(s,t) = s+1, there exists a constant C' = C(v, s,t,€) > 0 such that

(1.6) Lisi)—e(p * 0) < C(max{L(un),1}) - CZ, Ve € (0,1).

It is worth noting that curvature plays a crucial role for the first two bounds in
(1.5) of Theorem 1.4. This is because curvature ensures geometric separation among
translates of I". Specifically, when I' has nonzero curvature, distinct translates of
I' intersect transversely, a property essential to our analysis. In contrast, if ' is a
straight line, its translates are merely parallel or overlapping lines, so that many
different translation parameters lead to overlapping sets. This turns out to be a
serious issue. For instance, let I' = {(z,0): € [=1,1]}, u = H'|c,xq0y and o =
H?|c, x {0y, where C; C [—%, %] is any t-dimensional Cantor set, and similarly for C,.
In this case, we have dimy (spt(pu+0)) < 1, which means I, (% o) < 400 cannot hold
for w > 1 and contradicts the bound f(s,t) = s + ¢t whenever s +¢ > 1. A similar
counterexample can also be constructed to contradict the bound f(s,t) = s + 1.

Question 1 can be viewed as a measure analogue of the Furstenberg sets problem,
which asks for the infimum (s, t) of the Hausdorff dimensions of (s, t)-Furstenberg
sets, see [17, 18, 19| for a recent solution of the Furstenberg sets problem in R
However, there are important differences between the Furstenberg sets problem and
Question 1. First, in the classical Furstenberg sets problem, the parameter ¢ cor-
responds to the dimension of a family of lines, and points on different lines are
independent. Here, the support of % o can be expressed as a union of translates
of a fixed curved set, where the set of translation parameters has dimension ¢, and
the points on each translate are structured via translation. This structure allows
us to employ Fourier analytic tools such as convolution and operator (see Section
5). There is also a variant of the Furstenberg sets problem based on this translation
structure, which we take from [15].

Question 2. Let s € (0,1] and t € [0,2]. Assume that T is the graph of a C3-
function with non-zero curvature. Let I C R? be a set with the following property:
there exists another set K C R? with dimyg K > t such that dimg(F N (2 +T)) > s
for any z € K where z + I' is the translation of I' by z. Is it true that dimyg(F) >
min{s +¢,(3s +1)/2,s + 1}7

The answer to Question 2 is “Yes”, and a proof will appear in a forthcoming pa-
per [16]. We note that the translation structure is not strictly necessary: in fact, the
authors can establish a curvilinear Furstenberg sets theorem without the translation
framework, from which Question 2 is a direct corollary. However, a positive resolu-
tion of Question 2 does not automatically imply the remaining cases of Question 1.
Seeking the connections between the two questions needs more work in the future.
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Second, the constant f(s,?) in our problem does not always coincide with the
Furstenberg sets threshold v(s,t) = min{s + 1,s +¢,(3s + t)/2}. As evident from
(1.5), in certain parameter ranges we have f(s,t) = t. This threshold is relatively
straightforward to establish: by the trivial estimate I;(u * o) < Li(n) < 1, we see
that f(s,t) > t, while Examples 3.6 and 3.10 show that f(s,t) < t. We also note
that the bound ¢ in (1.5) does not depend on the curvature assumption as both
Examples 3.6 and 3.10 can be slightly modified when I is replaced by a line. The first
two bounds in (1.5) are more complicated and will follow from incidence estimates.
When +(z) = 22, it has been proved in [15, Theorem 6.1] that f(s,t) > s + 1 if
t€[2—s,s+1], s €[3,1]. In this paper, we consider more general C*-curves with
non-zero curvature.

As an application of the first two bounds in Theorem 1.4, we can show the sharp
LS-decay of Fourier transform of Frostman measures supported on TI.

Corollary 1.7. Let s € [2/3,1]. Assume that o is an (s, 1)-Frostman measure
on I'. Then

(1.8) 15112 (ery < C(¥,s,€)RT°F, R>1, Ve (0,1).

Proof of Theorem 1.7. By applying (1.5) with p1 = o, we get Ips_-(0%0) Sysr 1
for any 7 > 0. A second use of Theorem 1.4 with 1 = o%0 gives L1 (0x0%0) Syps.r
1 when s > 2/3 + 7/3. Letting 7 — 0, we obtain that I;11_ (0 x 0 x0) Sy 1 if
s > 2/3. By the second identity in (1.2), we deduce

—

15156 ery = loF o * 0ll72mmy) Swse BT, Ve e (0,1),
as desired. 0

The sharp exponent of the LS-decay for all s € [0,1] was conjectured to be
2 —min{3s, 1 + s}, see [13, Example 1.8]. When s > 2/3 and ¢ (z) = 2%, (1.8) was
established in [15, Theorem 1.1]. For general planar curve with non-zero curvature,
see [3] for the bound “2—2s—3(s)” with 8(s) > 0 a small implicit constant. Recently,
Demeter-Wang [5, Theorem 1.2] improved this to “2 — 2s — 27 when s € [0, 3] by
using their Szemerédi—Trotter type of incidence theorem. A further comment is
that Corollary 1.7 would fail without curvature assumption (1.1). This is because
curvature guarantees decay of the Fourier transform of a finite Borel measure o
supported on I'. Precisely, when I' has nonzero curvature, oscillatory integrals over I'
exhibit non-stationary phase behavior, resulting in cancellations that yield decay of
7. Concretely, one obtains |7(¢)] < €]~ for some 8 > 0 (see Lemma 5.7). In stark
contrast, if I' is merely a general C?-curve, such as a straight line, there is no decay
in directions orthogonal to I'. Consequently, the L5-norm of |5| cannot exhibit the
same decay as in (1.8).

We do not know what the precise value of “f(s,t)” should be for the remaining
cases of Question 1. From Remark 4.4, we know that at least f(s,t) > ¢ when
Y (z) = 2. Here an natural guess is that this problem has the similar numerology to
Furstenberg sets problem, which means the following conjecture may be plausible:

Conjecture 1.9. (Intermediate case) For s € (0,3] and ¢ € [s,3s], or s € [3,1]
and t € [s,2 — s], there holds
35+t
(1.10) Hs, 1) = 3; .
From the proof of Corollary 1.7, it may be useful to remark that a full resolution of

Conjecture 1.9 would improve Demeter-Wang’s bound to “2—2s—3" for all s € [0, %]
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At present we do not know how to solve Conjecture 1.9. One possible way is to seek
the connections between Question 1 and the Furstenberg sets problem. Also, in [23]
Wolff gave a connection between L'-means of a single measure and (s, 1)-Furstenberg
sets, thus another possible direction is to consider the decay of LP-means of y % o on
the unit circle. For L?-means of a single measure, see |2, 10, 21, 22| for more results.

1.1. Proof ideas. We will first construct examples in Section 3 to show that
f(s,t) cannot exceed those constants in (1.5). Also, since we have the trivial estimate
Li(uxo) S I(p), the threshold “¢” will be proven once the examples have been found.
Therefore, the main part of this paper will be intended to prove the inequalities

t hen ¢ € (0 € (0,1
(111) f(S,t) Z S + ) when ( 78]7 S ( ) ] .
s+1, whente[2—-s,5+1], sc[5,1]
Instead, we prove a stronger L2-inequality which implies (1.11):
(1.12) (1% 0)sl1Z2 Sposee 060727, Ve e (0,1),

where (1% 0)s = pu* 0 % 15 with n5(x) = 6°n(%) the rescaled mollifier and

(113) C(s.t) = s+ t, when t € (0,s], s € (0,1],
2s+t—1, whente (0,2—s], se€0,1].

Remark 1.14. Here we give some comments on why (1.12) implies (1.11). For
((s,t) = s+t when t € (0, s], there is nothing to say about the implication. For
((s,t) =2s+t—1 when s+t < 2, we claim that this implies (1.12) with 2s +¢ — 1
replaced by s + 1 when s + 1 > 2:

(1.15) 1% 0)sll72 Swse 07775 Ve € (0,1).

Indeed, if s +¢ > 2, we denote t := 2 — s, then Iy(u) < Ii(p) < +oo and s +¢ < 2.
Using the result for the case s +t < 2, we readily see ((s,) =2s+t—1=s+1
which proves (1.15). Then it is clear that (1.15) implies (1.11) when ¢ € [2—s, s+ 1].

Next, we will reduce (1.12) to its d-discretised version, then proving the J-
discretised version will mainly depend on incidence estimates between J-cubes and
curved d-tubes, see Section 2 for the terminology and Section 4 for the reduction.
Roughly speaking, we need to extend Fu—Ren’s estimate [7, Theorem 5.2] to curvi-
linear case. This is easy when ¢ (z) = 2% because the parabola can be transformed
into a line by the map

U:R* - RY U(z,y) = (z,2% — ).

However, if ¢ is an arbitrary C*-curve with 1" # 0, we do not have a universal map
transforming all its translates to lines, which is the main challenge in our problem. It
turns out the case t € (0, s] is easier than the case ¢t € (0,2 — s| since an elementary
incidence estimate can be obtained by analyzing the geometry of the intersection of
two curved d-tubes, see Proposition 6.1. As for ¢ € (0,2 — s|, we will use the method
in [14, Section 2|. Precisely, the following d-incidence theorem of measures will be
established, which serves as the main tool to build incidence estimates between o-
cubes and curved é-tubes. The notations will be properly defined in Section 2.

Theorem 1.16. Let u and v both be finite Borel measures with compact support
on B(1). Then for any § € (O 1), there holds

(]_]_7) I(S ,LL, Nwt 5\/ 13 t It t e (1,2)
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The key point is that this d-incidence estimate of measures implies an incidence
estimate between cubes and tubes (Corollary 5.16) which is the main tool in extending
|7, Theorem 5.2|. Theorem 1.16 will follow from the Sobolev estimates (Lemma 5.13)
of an operator R (Definition 5.9). We note that the idea of using operators to study
incidences has also been applied in [6, §].

1.2. Outline of the paper. Section 2 is the preliminary of this paper. In
Section 3 four examples will be given to show that those constant in (1.5) is indeed
sharp. In Section 4 we further reduce the first two cases in Theorem 1.4 to incidence
estimates. Section 5 contains the proof of Theorem 1.4 for ¢ € [2 — 5,5 4+ 1]. We
will mainly prove Theorem 1.16 and use it to build a weighted incidence estimate in
Corollary 5.16. Once this has been built, Fu-Ren’s estimate |7, Theorem 5.2] can
be extended to curvilinear case whose proof we put in Appendix A for completeness.
Finally, the proof of Theorem 1.4 for the case t € (0,s] will be contained in Sec-
tion 6, where an improved incidence estimate can be obtained by a simple geometric
argument.

Acknowledgement. The author would like to thank Tuomas Orponen for many
useful comments and his constant support. The author also thanks the reviewer for
reading the paper carefully and making many insightful suggestions.

2. Preliminaries

In this section, we give all the notations and definitions needed in this paper.

Notations. We adopt the notations <, 2, ~. For example, A < B means
A < CB for some constant C' > 0, while A <, B stands for A < C(r)B for a positive
function C(r). For 6 € 27N, dyadic d-cubes in R? are denoted Ds(R?). For P C R?

we write Ds(P) := {p € Ds(R%): PNp # 0}. In particular, we write Ds([0, 1]%) := Ds;.

Definition 2.1. (Curved tubes) Let § € (0,1] and P C R?. For each q € P, let
q+ T be the translation of I by q. If ¢ € Ds, ¢+ ' means the translation of I' by the
center of q. A curved d-tube is the closed d-neighborhood of ¢ + I' for some ¢ € P.

For simplicity, we let I', := ¢+1I" and write I';(0) as the corresponding curved é-tube.
We call P the parameter set of 7 := {I';(d): ¢ € P}.

By definition 2.1, a set of curved J-tubes 7 is uniquely determined by its pa-
rameter set P. In this paper, we will mainly consider curved é-tubes with parameter
set P C Dy. The next definition of Katz—Tao condition was originally introduced by
Katz and Tao [9].

Definition 2.2. (Katz Tao (d,s,C)-set) Let P C R? be a bounded set. Let
€ (0,1],0<s<2and C > 1. We say that P is a Katz—Tao (9, s,C)-set if
(2.3) PNBz,7)s<C (%), z€eR’, §<r<L

The notation | - |5 refers to the d-covering number. If P C D;(R?), we say that P is
a Katz—Tao (4, s, C)-set if P := |JP satisfies (2.3). A set of curved d-tubes T is said
to be a Katz—Tao (9, s, C')-set if its parameter set is.

The following weighted Katz—Tao condition is only defined for dyadic elements.
This condition enables us to prove a strong weighted incidence estimate in Corol-
lary 5.16.

Definition 2.4. (Weighted Katz—Tao condition) Let § € (0,1], s € [0,2] and
C > 1. Let P C Ds. For each q € P, there is a positive integer weight w(q)
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associated with it. We say that P is a weighted Katz—Tao (9,s,C)-set if for any
Q € D, with r € [§, 1] there holds

(2.5) S wig) < C(2)".

qeEPNQ

Let 7 :={[',(0): ¢ € P C Ds} be aset of curved d-tubes, then we say 7 is a weighted
Katz—Tao (0, s, C)-set if its parameter set P is.

Remark 2.6. When w = 1, a weighted Katz—Tao set P C Dy becomes a Katz—
Tao set in the sense of Definition 2.2. Since both notions are needed for us, we will
always be careful and explicit in either including the word “weighted”, or omitting
it. Also, if P is a weighted Katz—Tao (9, s, C')-set, we can deduce w(q) < C for any
q € P by taking r = § in (2.5).

Moreover, when we say ¢ € P has multiplicity w(q), we simply mean that when
counting incidences ¢ appears w(q) times, see the following definition.

Definition 2.7. (Weighted incidences) Let F C Ds be a set of dyadic d-cubes
and let 7 = {I';(0): ¢ € P C Ds} be a set of curved d-tubes. If weight functions
wy and wy are associated with P and F respectively, then we define the weighted
incidences between F and T by

To(F,T) =) > wi(@)wa(p)Lprr, 60}

qEP peF
Finally, we introduce the d-incidences between two finite Borel measures.

Definition 2.8. (d-incidences) Let p and v both be finite Borel measures on R2.
For any ¢ € (0, 1), the é-incidences are defined as

Ts(p,v) == px v({(p,q) € R* x R*: p € T,(8)}).

3. Examples

In this section, four examples are given to show that

(3.1) H(s.) = t, whent e [3s,5s+1], s €[0,3],

' " \t, whente€[s+1,2), s€0,1),
and
(3.2) (s.1) < s+t, whent e (0,s], s€(0,1],

' "7 |s+1, whente[2—s,5+1], s[5, 1].

As we mentioned before, (3.1) is due to the simple estimate I;(pu* o) < I;(p). There-
fore, the main part of this paper will be intended to prove the inequalities

i(s.8) > {s+t, when t € (0,s], s € (0,1],

3.3
(3:3) s+1, whente[2—s,s+1], s€3,1].

In the sequel, “dimyx” denotes Hausdorff dimension and “dimg” denotes box count-
ing dimension. We will use the basic fact for Borel set A C R%:

dimpy(A) = sup{v: there is p € M(A) such that I,(u) < 400},

where M(A) is the family of positive finite Borel measures with compact support in
A. The proof of this identity can be found in [12, Theorem 2.8|.
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Example 3.4. (Case t € (0,s] and s € (0,1]) Let € € (0,1). Choose a measure
pon B(1) with
p(B(x,r)) =",z espt(p), r > 0.
Hence I;(x) < 1. Next, choose o on I' such that o(B(z,7)) ~ r° for any x €

~Y

spt(c) and r > 0. Since both p and o are Ahlfors-regular, dimp(spt(c)) = s and
dimp(spt(p)) =t + ¢, see [11, Theorem 5.7]. If I,(p*0) Sysiw 1, we deduce

w < dimyg(spt(p * o)) < dimy(spt(p) + spt(o))
< dimg(spt(o)) + dimp(spt(p)) = s+t + €.
By sending € — 0, we conclude that the supremum f(s,t) < s +t.

Example 3.5. (Case t € [2—s,s+ 1] and s € [,1]) We may assume s < 1
since otherwise s + 1 = 2 > f(s,t) is obvious. Let A C [0,1] be a compact (t — s)-
dimensional subset. Next, by [20, Example 7|, for € > 0 with s+ € < 1 we can find a

compact subset B C [0, 1] such that
dimg(B) = dimy(B) = dimg(B + B) = s + €.

Then dimp(A x B) = t + ¢ and dimg(I'N (B x R)) = s + €. Let p be a finite
Borel measure supported on (A x B) with I;(z) < 1 and let ¢ be an (s, 1)-Frostman
measure supported on I'N (B x R). If L,(p*0) Systw 1, we can deduce

w < dimg(spt(p * o)) < dimyg(spt(u) + spt(o))
<dimg((B+B)x (A+R))=s+1+e.

By sending € — 0, we conclude that f(s,t) < s+ 1.

Example 3.6. (Caset € [3s,s+1] and s € [0, 3]) Fix t € [3s,s+1) and s € [0, 3]
and note that the case t = s + 1 is contained in Example 3.10. Let 7 € (¢,2]. We
consider the special case ¥(z) = 2 and write G(z) = (z, z?%).

Step 1: constructing supporting sets. Let A = [0,1] N (657Z), then the -
neighborhood of A denoted by A(d) is a union of ~ §~5 equally spaced open in-
tervals of length 2§ > 0 with center points in arithmetic progression. We will need
the explicit form:

A®)={l;: 1<k<n, n~6§ 3}, where I, = (k03 — 6, kd3 +0).
Since 7 < 3, we similarly define B = [0, 1]N(65Z) and B(6) = {Jp: 1 <k <m, m ~
27
573}, where J = (k6% — 6,k0% +6). A first observation is that

(3.7) JAG) + A@)s~ 675, [BO)+ BO)ls~6 35 and |A@G) x B(8)]s~ 5.

Since s < Z, we may assume that §° = j - 85 40 with 0 < 6 < 63 < 6° < 1, where
j=j(s,7) > 1is an integer. Hence we can choose D C A to be
T 673 1 _
D :={kjé3,1 <k <m}, wheremn~— = =~ 0.
J )
Then G(D(9)) C A(S) x ¥(A(0)) and |G(D(0))]s ~ 6~°. So far we have finished
the construction of supporting sets, namely, we will construct g and o such that
spt(p) C A(6) x B(d) and spt(o) C G(D(9)). Before that, let us show the covering

estimate

(3.8) |A(5) x B(6) + G(D(5))]; < 6.

~




444 Guangzeng Yi

To show (3.8), we first prove that
2r
(3.9) [¥(AQ0)) + B(d)|s ~ 073

Since k < 5_%, we observe that
27 T 27 T 27 27
V(1) = (/&5? + 6% — 2k631 K203 + 6% + 2k5§+1) - (k;?ﬁ —30,k*53 + 35),
which means ¥(A(d)) C B(39). Since B is an arithmetic progression, we easily get

27 27
63 S [WU(A(S)) + B(0)]s5 < [B(30) + B(30)]35 ~ 0~ 3,
which implies (3.9). Now (3.8) follows easily by applying (3.7) and (3.9):
|A(6) x B(8) + G(D(0))]5 < |(A(d) + A(6)) x ((A(9)) + B(9))[s S 077
Step 2: constructing suitable measures. Define measures

_ Llhexse o (Lo
17 L2 (A(8) x B(d)) T\ (D)) )

where p is the normalized Lebesgue measure on A(S) x B(§) and o is the pushfor-
ward of normalized Lebesgue measure on D(4). Since both A and B are arithmetic
progressions, we can verify that u is a (7, ¢)-Frostman measure and o is an (s, ¢)-

T
Frostman measure for some absolute constant ¢ > 1. Indeed, for 43 < r < 1 and
z € R?,

7,2

w(B(z, 7)) ~ 0" 2L*(A(0) x B(6) N B(z,7)) <672 5 62 <.
For r > 1 and x € R? we simply have u(B(z,r)) <1 <77. For § <r < 53 and
r € R% B(z,r) intersects < 1 cubes in A(d) x B(4), thus pu(B(z,r)) S 67262 <77,
For 0 < r < § and = € R?, there holds

r 2—T1
u(Br,r) S5t =1 (5) <o
Combining the four cases above, we see that u is (7, ¢)-Frostman and also I;(u) < ¢;
for some ¢; = ¢1(¢,7) > 0 since t < 7. The same argument shows that o is (s, ¢)-

Frostman. Now if we define i := \/%u and 0 := %cr, then it is easy to verify that i
and ¢ satisfy the assumptions in Question 1 with parameters (¢, s).

We claim that L (fi * 0) Sysire 1 cannot be true for any e > 0. Otherwise,
Lt % 0) Suspme 1 implies Jspt(i * @)]s Zuone 67 (sce [13, Lemma 1.4]).
which contradicts (3.8) if J is small enough, noting that spt(u) C A(J) x B(J) and
spt(a) C G(D(d)). By the arbitrariness of €, we obtain f(s,t) < 7. Letting 7 — t,
we get f(s,t) < t. Based on the fact I;(z *x d) < 1, we conclude f(s,t) = t when
t€[3s,s+1)and s € [0,3].

Example 3.10. (Case ¢t € [s+ 1,2) and s € [0,1)) Fix s <t—1 < 1. Find a
compact set A C [0, 1] such that dimy(A) = s and dimg(A+A) = dimp(A+A+A) =
t — 1+ ¢, see [20, Example 4] for the construction of such set. Then we have

dimg((A4+ A) xR)=t+e dimg(T'N (A xR)) =s,
which implies

dimg ((A+A) x R+TN(AxR)) <dimy((A+ A+ A) xR) =t +e
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Following the same argument as in Example 3.5 and recalling I;(u % o) < Li(u), we
conclude that f(s,t) =t when t > s + 1.

4. Reduction to incidence estimates

In this section, we carry on a reduction process so that Theorem 1.4 is reduced
to some incidence estimates.

Due to those examples in Section 3, proving Theorem 1.4 is then equivalent to
proving inequality (3.3). Moreover, by Remark 1.14, to show (3.3) it suffices to show
the following L?-smoothing estimates.

Theorem 4.1. Let s € [0,1] and t € (0,2). Let pu be a Borel measure on B(1)
such that I;y(u) < 4+00. Assume C, > 1 and let o be an (s,C,)-Frostman measure
on I'. Then

(42) (1 0)sll72gme) Swsne max{li(u), 1} - C2- 650727 e € (0,1),

where

(4.3) C(s.t) = {s +t, when t € (0,s], s € (0,1],
2s+t—1, whente (0,2—s], se]|0,1].

In particular, Ie(s - (1t % 0) Syospe max{ly(p), 1} - C2 for any € € (0,1).

Remark 4.4. (i) Ift € [s,2—s], by (4.2) we have §(s,t) > 2s+t—1, which is a first
bound we can say about the intermediate case. This is an improvement over bound
“¢” when s > 1/2 but still far from the conjectured bound (1.10). When s € (0, 3]
and ¢t € (0,3s), we can also get an improved bound over “¢” for ¢)(x) = z?. Indeed,
for any R > 1 and € € (0,1), by using [15, Theorem 1.1| and Holder inequality,

- , 1/q , 1/p ) 2/q 1/p
[ ile s(/ W) (/ W) <. (/ |ﬂ|) (/ |&|p)
B(R) B(R) B(R) B(R) B(R)

<, RE@t/a . p2=3s)/p+e _ p2—(t/a+3s/p)+e

One can easily see t/q + 3s/p > t if t < 3s. Therefore, when (z) = 2%, we already
have that f(s,t) > ¢ for intermediate case.
(ii) By Plancherel identity, Theorem 4.1 implies the sharp L*-decay of o, that is,

(4.5) (o % 0)sll72m2y S 0% 727 = |6/l 19(mry S BZ>F, R>1.

This was proved in [13, Section 3] when ¥ (z) = x? by Fourier analytic method.
Our proof will be simple and depends on an incidence estimate. When s = 1, the
L*-estimate of ¢ also follows from the sharp restriction estimate, see for example [4,
Theorem 1.14].

(iii) We include (ii) because it gives a second result for the intermediate case. For
any R > 1 and € € (0, 1), it follows from Cauchy—Schwarz inequality and (4.5) that

1/2 1/2 1/2
[ oo ([ al) ([ 1el) sen ([ laR)me
B(R) B(R) B(R) B(R)

<t R(Q—t)/Q . R(Q—QS)/2+E — RQ—(t/Z—i—s)-‘,—E.
Although t/2 + s is still far from (3s + ¢)/2, it is larger than “t” or “2s +¢ — 17 in
some ranges.

Before the reduction process, we take the definition of §-measures from [15, Sec-
tion 6].
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Definition 4.6. (d-measure) A collection of non-negative weights p = {p(p) }pen,
with |||l == >, pu(p) < 1is called a 6-measure. Let C), > 1. We say that a §-measure
pis a (6, s, C,)-measure if p(q) < C,r® for all ¢ € D, with r € [§, 1]. Moreover, the
s-energy of p is defined as

. 1(p)p(q)
Is(IJ’) T 1 + ; dlSt(p, q)su

where dist(p, ¢) is the distance between the midpoints of p and q.

Now it is time to make the reductions. Namely, Theorem 4.1 can be first reduced
to Proposition 4.7. This reduction is standard and we will omit the proof as one can
check [15, Section 6] for the details when ) (z) = 2% (note the proof generalizes easily
to our case). Here we list it for the readers’ convenience.

Proposition 4.7. Let s € [0,1] and t € (0,2). Assume C,,C, > 1. Let pu be
a (0,t,C,)-measure. For each q € Dy, let o, be a (0, s, C,)-measure supported on
{p € Ds: pN T, () # 0}. Let ((s,t) be the same as (4.3). Then for any ¢ € (0,1),
there holds

2
(4.8) / (Z ODIEADE (5—21p)> dt <psre (CLC2llpll) - 602 41,
q€Ds p€Ds

Then Proposition 4.7 can be reduced to Theorem 4.9. The proof of this reduction
will also be skipped since it is almost the same as the proof of [15, Proposition 6.7].

Theorem 4.9. Let s € [0,1] and t € [0,2] and let A, B > 1. Assume P C D;
is a Katz—Tao (9,t, A)-set, and for each q € P there exists a Katz—Tao (0, s, B)-set
F(g) C{p € Ds: pNTy(8) # 0}. Write F :=J,cp F(q). Then

(4.10) S IF(@)] Spnse /510~ AB|FP).
qeP
where
hen t € [0 0,1
(4.11) (s 4) = s, whent € |[0,s], s€l0,1],
1, whentel[0,2—s], sel0,1].

When s+t < 2, the incidence estimate (4.10) was first proved by Fu—Ren |7, The-
orem 5.2| in linear setting, then it was proved when v (z) = 2% in [15, Theorem 6.12].
In this paper, we can actually get a 6 “-free version of (4.10) when s € [0,1) and
t €[0,2) with s+t < 2, see Theorem 5.1.

As a consequence, we have finished the reduction process and the remaining task
of this paper is to prove Theorem 4.9 in two cases, see Section 5 and Section 6.

5. Proof of Theorem 1.4 for t € [2 — s,s + 1]

In this section, we will prove Theorem 1.4 when ¢ € 2 —s,s+ 1] and s € [1,1].
Thanks to the reduction in Section 4, it suffices to prove the following incidence
theorem.
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Theorem 5.1. Let s € [0,1) and t € [0,2) such that s+t < 2 and let A, B > 1.
Assume P C Dy is a Katz—Tao (6,t, A)-set, and for each q € P there exists a Katz—
Tao (0,5, B)-set F(q) C {p € Ds: pNTy(0) # 0}. Write F := J,cp F(q). Then

(5.2) > 1F (@) Spsu VO TABIF|[P.

qeP

The incidence estimate (5.2) with a §~“-error is true for any s € [0, 1] and ¢ € [0, 2]
with s +t < 2, but we state a § °-free version. As mentioned in Subsection 1.1, a
d-incidence theorem of measures will be first established which we restate as below.
The reader may recall Definition 2.8 for -incidences.

Theorem 5.3. Let pu and v both be finite Borel measures with compact support
on B(1). Then for any § € (O 1), there holds

(54) 1'5 ,u, Nwt 5\/ 13 t It t e (1,2)

Remark 5.5. Although Orponen [14, Theorem 2.23| has established the same
result when translates of I' are replaced by a set of distinct lines, Theorem 5.3 does
not extend to the case when I' is a straight line. This is because translates of a
line may overlap entirely, leading to arbitrarily large multiplicities in the intersection
counts which may violate the incidence bound (5.4). To see this, let us choose IV =
{(z,0) : 2 € [-1,1]}, p = L% o) and v = LY[_1/9,1/2) X H?|c, where C C [—1/2,1/2]
is an s-dimensional Cantor set with s € (0,1). Let {y;}7 C [-1/2,1/2] be a 104-
separated subset, hence n ~ §~'. Then for each 1 < j < n and each (x,y) €
[—1/2,1/2] X [y; — 0/2,y; + §/2] =: I;, we have [; C {z € R*: dist(z, I, ) < 4}
and also

I;xI; c {(p,q) e R* x R*: pe I, ()}.
Since {I;} are disjoint by our choice for {yj} this implies

(5.6) Z# )>65-6%- 671 =60

On the other hand, if Theorem 5.3 holds, then applying estimate (5.4) with ¢t = 1+s/2
gives Zs(u, v) Ss 0, which contradicts (5.6) if 6 is chosen small enough in terms of s.

Moreover, if T' is only C? but has regions of vanishing curvature (inflection points
or flat segments), then translates of I' may locally behave like translates of a line,
leading to possible clustering and breakdown of the incidence bound (5.4). Hence the
curvature condition is a genuine necessity to prevent degeneracies in overlap among
the translates.

5.1. Sobolev estimates. Define a measure p by restricting H! to I', then

1
€)= / e dp(w) = / O+ (@) da, € € R

We first use the method of stationary phase to obtain the decay of |fi|, see [12,
Chapter 14| or [24, Chapter 6] for some similar discussions.

Lemma 5.7. Under assumption (1.1), |a(€)] < C(¥)|€|7Y/2 for any & € R2.

Proof. Write £ = e for some A > 0 and e € S!, and ¥, (x) = —27(ze; + 1 (z)es).
We may assume A > 1 since the result is trivial when A € (0,1]. It then suffices to
show

1
(5.8) ()] = |a(re)| = ' / TP da| S 37
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By simple calculation, we have

Ye(w) = =2m(er + ¢ (2)ea),  (x) = —2m)" (x)e,
Write ¢; := maxge—1,1 |9’ ( )| > 0. We divide the proof into two cases.
Case 1: |es| < mm{Q, 5 - Then we easily see

@) > 2 (ler] — ¢ ()ea]) = 202

2
It follows from integrating by parts
/ o~ ¢ " geivete
z)\z/}’
C(v) Hod C¥) ,
< 5 + C(Y)A~ » d%(x) < S a8 desired.

Case 2: |es| > min{3, i} Then by (1.1) we can deduce
min /()] = 2nles - min [47(2)] > 2 = ex(3) > 0.
ze[-1,1] ze[-1,1]
Without loss of generality, we assume ¢/ > 0 on [—1,1]. Assume that v, attains
its minimum on [—1,1] at xy € [—1,1], then either ¢/ (zo) = 0 or zp = £1. We
first consider the case ¥.(xy) = 0. For any § > 0, we have ¢/ (z) > 36 for all
€ [—1,1]\[zo — &, x¢ + 0], which implies

To—0
‘/ eMe(® \/1—1—1/1 )2 dx| =

-1

P VI v (@) ! JeiMe(@)
BYen, >

C(z/z) | C¥)
< e Hownt [ w@| =X

where the constant C'(¢)) > 0 may be different from line to line. A similar argument
also shows that

d

1
/ eMe(®) /1 1 Y (x)? dz| < %
1.0+5 )\ * 5
Also, by continuity we have
To+0 )
/ M@ 1 ot (2)2dx| < C(3)) - 26.
xo—0

Combining the three inequalities above and taking § = A~/2, we get
O] < Cw)a"2.

Here we only considered the case —1 < xg — d, 29 + 0 < 1 since other cases can be
calculated similarly. Regarding xq = +1, it also follows from the same argument.
Combining the two cases above, we thus finish the whole proof of (5.8). O

To proceed, define a convolution-type operator SR by
(5.9) Rf = fxp, VfeO(R?,
then

(5.10) RY(z,y) = / F(s, 1) dH (s, 1),

{y—t=y(z—s)}
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Remark 5.11. Our operator is similar to the X-ray transform which maps g €
C>°(R?) to a function defined on the set of all lines in R?:

:/eg:/re_l{r}g(z)d%l(z), 8,7) € [0,1] x R,

where 7y(2) = 2 - (cos 270, sin 276) for z € R2. If we replace ¥ by (z) = —h(—z) in
our definition, then the right side of (5.10) becomes

(5.12) /( - Fs,t)dH (s, t) = Rf(z,v).

Hence the difference is that translations of I' are parametrized by (z,y) € R? while
the lines in X-ray transform are parametrized by (0,7) € [0,1] x R. Note that the
results in this section hold for any v € C?(R?) with non-zero curvature.

For s > —1, let H*(R?) be the homogeneous Sobolev space. Recall that the norm
in H*(R?) is given by

A 1/2
I = [ 177 ag) 1 e cum)

Next, we will apply Lemma 5.7 to obtain the Sobolev estimates of fR.

Lemma 5.13. For any f € C2°(R?), there exists a constant C' = C(1) > 0 such
that

IRl < Clfllg-rre and RS g0 < Cllfll g
Proof. By Lemma 5.7, we easily deduce

971 = [ 1Fn©r ds = [ 1f€)Pla) s
So [ 1@ de = 1511

and

IR7)2, = /|fw €)2¢[ de = /|f (©)21¢[? de
So [ 1F©PIE dE = 11 0

The following is a corollary of Lemma 5.13 by standard interpolation argument.

Corollary 5.14. There exists a constant C' = C(1)) > 0 such that
1R greere < Cllfllgss £ € CER?), s € [-1/2,1/2].

Proof. Take wo(&) = [€]7Hwi(€) = €| and vo(z) = 1, vi(x) = |z|>. Let
§ be the Fourier transform operator. By Lemma 5.13, the operator (§ o R) ex-
tends to a bounded operator L?(R? wydL?) — L*(R? vydL?) and L*(R?, w; dL?) —
L?*(R? vy dL?). The next step is to apply Stein-Weiss LP-interpolation (see for ex-
ample |1, Theorem 5.4.1]), which gives

IF 0 R) ()2 < COONF L2000

where wy = wi™?w! and vy = vj%v!. After rewriting the inequality and letting

s =60 —1/2, we finally get

RSN s S H
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5.2. Estimating incidences. In this subsection, the Sobolev estimates de-
veloped above are applied to establish Theorem 5.3. The following lemma builds a
connection between the d-incidences and the operator R defined in (5.9).

Lemma 5.15. Let g = (z,,y,) € B(1) andé € (0, 1), then there exists a constant
¢ = c(¢) > 0 such that

1Fq(6) <p> < 571 /R 1B(q,c(5) ('Tv Yp — 1/}<l’p - .T})) dSL’, VP = ('rlﬂyp) S B<1>

Proof. Fix p € B(1)NT'y(6). It suffices to show (x,y, — ¥ (x, —x)) € B(q, cd) for
some c(¢) > 0 whenever |z — z,| < 4. Since p € I'y(6), dist(p,I';) <. Then we can
find some (¢, yo) € I'; such that [p — (x¢, y0)| < J. Note yo = y, + ¢(zo — z,), which
implies

|(zp — @0, Yp — Yg — V(0 — 2¢))| < 0.

By applying the triangle inequality and noting that 1 is Lipschitz on bounded inter-
vals, we infer

[Yp =Yg — V(xp — )| < |yp — yg — Y(x0 — 20)| + [Y(T0 — 24) — V(T — T)]|
<6+ CW)[(x — zy) + (w0 — x,)| < (20(¢) + 1)

By choosing ¢ > 0 properly and recalling |z — x| < 6, we get (z,y, — ¥(x, — 2)) €
B(q,cd) and complete the proof. O

We are now ready to establish the d-incidence theorem.

Proof of Theorem 5.3. We assume pu € C2°(R?). For general case, consider the
smooth approximation of p. Let n € C(R?) satisfy 101720 < n < 1pa) and
[~ 1. Write n5(q) = 6 ?n(q/0). For § > 0, define vs := v % o5 € C°(R?)
where ¢ > 0 is the constant in Lemma 5.15. Note v(B(q,cd)) < 6%vs(q). Fix
p € spt(p) C B(1), then by Lemma 5.15 and Fubini Theorem,

[ 1 / 51 [ Latgan o, — (o, — ) dr v
=570 [ VB~ b, — 2)),c8) do
S8 [ gy~ vla, - ) de
By definition of Zs(u x v), we infer from Fubini Theorem and coarea formula

S ' Ts(pxv)=0"" //1p5) ) dv(q) du(p)

S [ [ vste = ol =2 de duto
= [ [ vt =ity = ) dn(p) da

1(p) .
B dH (p) dy d
/R/Ryg(x’ & /{yp—yw(xp—x)} \/1 + ¢’ (zp — 2)? Hlp)dyde
= /RQ vs(@:y) /(MHF u(p) dH (p) dz dy = /R valz,y)Ru, y) do dy.
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Recall that 9 was defined in Remark 5.11. Next, by Plancherel identity and Cauchy—
Schwarz inequality, we infer

—
~

5 To (% v) < / 7 (6)Ru(€) de

]RQ

< ([ woper i) " (/ ) e ic) "

~ L) | Rl greene.

Since (2—1)/2 = s+1/2for s = (1—t)/2 and t € (1,2), it follows from Corollary 5.14
(with R replaced by ) that

1980l a2 S el e ~e (s (1)) 2.

Combining the above estimates finishes the proof of (5.4). O

Theorem 5.3 yields the following weighted incidence estimate under the weighted
Katz—Tao condition we defined in Definition 2.4. This weighted incidence estimate is
the main tool needed to prove Theorem 5.1. See Appendix A for the details of how
to deduce Theorem 5.1 from Corollary 5.16.

Corollary 5.16. Let s,t € [0,2) with s+t < 3 and let A, B > 1. There exists
do = do(v0) > 0 such that the following holds for any 6 € (0,0¢]. Assume that
T :={y(0): ¢ € P C Ds} is a weighted Katz—Tao (6,t, A)-set with weight function
wy and F C Dy is a weighted Katz—Tao (6, s, B)-set with weight function wy. Then

(5.17) Zu(F.T) Sust |0 'AB (Z wl(q)> (sz(p)>-

qeP peF

Proof. Choose u € (s,2) and v € (t,2) such that u+v = 3. Define two measures
by

vo= "2 Zwl(Q)lqa =02 ng(p)lp.

qeP pEF
Then spt(v) C |JP and spt(p) C |[JF. Also, we have the useful estimates
(5.18) v(q) ~ §'wi(q) if g € P, u(p) ~ 8*wa(p) if p € F.

By definition of weighted incidences and (5.18), we can deduce that

To(F,T) ~ 677 0 (@) i) Lipor, o203

qEP peF
=0 "'uxv({(p,q) € FxP:pNTyd) #0})
<5 tuxv({(z,y) eR: 2 €T,(C6)}) =0 "Tes(p x v).

(5.19)

Here we used the fact that there exists C' = C(¢)) > 0 such that
{(p,q) € FxP:pNT,(6) # 0} C{(x,y) € R* x R*: z € [',(C9)}.

Note that we choose 0y > 0 small such that C§ € (0, 1) for any ¢ € (0, do)-
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To apply Theorem 5.3, we only need to calculate the Riesz energies of v and pu.

First,
) dv(y
X [ 2 [
qeP peEP
dist(p,q)=0 dlst p q 6[6 1]
dx dy ki
SRR e TRD DD DD D e
qeP 3px3p |ZL‘ o y| qgeP j=1 dlst(p q) px |ZL‘ - y|
2 J 27 J+1)
log%
SAY wi(@@E )@+ D D 2up)vle),
qeP qeP j=1  dist(p,q)
6[2*1,2*1“)

where “3p” denotes the cube of side length 3§ with the same center as p. By using
the weighted Katz—Tao condition of P, then

log +
(5.18) .
L(v) < AP wilg) + Y wilg) Y 2 [ D wilp) | 6*
qeP qeP j=1 PEPNQ;
S AT " wn(q)
qeP

where Q; is a dyadic cube with side length ~ 277 and we also used t — v < 0.
Following the same calculation, we can obtain I,(u) S¢ BO* ™" Y ws(p).
Consequently, we infer by Theorem 5.3 that (note v > 1 and u 4 v = 3)

(5.19) (5.4) )
Io(F.T) S 6 Tes(pv) S o 0 VL))
Spsp 07571 [ Ag2—v Z wy(q) Bo2s— Z wo(p)
qeP pEF
= [0~'AB Z wi(q) Z ws(p)
qeP peEF
which completes the proof of (5.17). O

Remark 5.20. When s+t =3 or s = 2 or t = 2, we use the fact that P is a
weighted Katz—Tao (§,t —e, Ad~°)-set and T is a weighted Katz—Tao (d,s —e€, BO~¢)-
set for any € € (0,1). Thus an incidence estimate with d~“-error can be obtained by
using (5.17).

6. Proof of Theorem 1.4 for t € (0, s]

In this section, we prove the following proposition which implies Theorem 1.4
when ¢ € (0, s] due to the reduction in Section 4. A subtle difference here is that the
implicit constant in estimate (6.2) is irrelevant to parameter “¢”. This is because the
proof of Proposition 6.1 uses the fact that P is also a Katz—Tao (0, s)-set if t < s.

Proposition 6.1. Let 0 <t <s<1and A,B > 1. Let P C Ds be a Katz—Tao
(0,t, A)-set. For each q € P, assume that there exists a Katz—Tao (0, s, B)-set

Flq) C{peDs: pNTy() # 0}
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Write F :=,cp F(q). Then there holds

(6.2) D IF(@)] Su,s log(5)V/ABI—[P]|F].

qeP

Proof. First, applying Cauchy—Schwarz inequality gives

Y IF@I=)_KaeP:peF)}

q€P peF

1/2
< |F| (Z {(a1,¢2) € P x P:p € Flaq) ﬂf(Qz)H)

peF

1/2
= |F|1/? (Z F@)+ D [F(q) ﬂf<q2>|> .

Q742
If the first sum dominates, we get by the basic fact |F| < Bé~*|P| that

Y 1F @I SIFI = VIFIIFI < /B5~[P[| F|.

qeP

If the “off-diagonal” sum dominates, we have

1/2
SIF@ISIFM DY 1F @) n f(qz)|>

q€P Q1742
(6.3) 1/2
=|F"2 Y 1 Fla)nFle)l+ > 1F(q) N Flg)]
91742 qléqg
T1=x2 T17#T2

From now on, we use (x;,y;) to denote the center points of ¢; € P. To estimate the
first sum, we claim that |y; —ya| Sy 0 if Iy, () Ny, () # 0 with ¢ # ¢o and 21 = xs.
Write ¢;(x) = ¢¥(z — x;) + y; with i = 1,2. For any (x,y) € I';,(0) NIy, (9), there
exist (z;,w;) € I'y, such that
‘<x7y)_(’zl7wl)‘ §57 Z:L 2.
Then by triangle inequality we infer that
Y1 — ol = [th1(z) — Yo ()]
(6.4) < [Ui(x) = i(z0)] + U1 (21) = Y2(z2)| + [1h2(@) — Y2(22)]
< CW)|x = z1] + [wr — wo| + C(Y)|z — 22| Sy 6.

This means for a fixed ¢; there are at most C'(¢) cubes ¢o such that x; = x5 and

F(q1) N F(qz2) # (. Hence we can deduce
(6.5) ST IF@)NF(@) =Y > |1Fla) N Flg)| Sy BOIP,

q17q2 q1  q2#q1
T1=x2 T2=T1

using the fact |F(q)| < Bé~* by the Katz—Tao (4, s, B)-condition of F(q).

It remains to deal with the second sum on the right side of (6.3). To get a good
estimate for |F(¢1) N F(g2)|, we need to study the geometry of I'y, (6) N T, (d) when
x1 # xo. Recall that the translated graph is given by

Ty ={(z,y):y—yi =¥ — ), z € [-1,1]}.
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Take (z,y) € I'y;, NTy,, then (z,y) solves the equations
y—y =@ — ),
y—y2=Y(x —12).

By using the mean value theorem, we can obtain

(6.6) 1 =yl = [W(x — 1) — (@ — 22)| Sy |21 — 22

Our main claim is that
(6.7 diam (T, (6) (1 Tpo(0)) S

This will conclude the whole proof. Indeed, (6.7) implies that F(q1) N F(go) is
contained in a ball with radius ~,; ﬁsm. Since t < s, P is also a Katz—Tao (4, s, A)-
set. By using (6.6), (6.7) and the Katz—Tao (9, s)-conditions of both F(¢) and P, we
compute

1
log ()
1
F(p1) N F( Y ~ B [P
YDILTSUEISTNS PRI 55 SEND DI
Q#q2 q17G2 q1€EP k=1 q@2€P
1 Fx2 17T |z1—x2|€[27F,217F)
log(§)
SBY > 2 [{qo: |y — ol Sy lwn — maf € 27F, 2179}
q1€P k=1
log(
< B Z Z 2 |Pch(w)2 ’“| ~,s log(%)ABé_S|P|v
q1€EP k=1

as desired.
It remains to show (6.7). Let m; be the projection onto z-axis and recall ¥;(z) :=
U(x — ;) +y; with i = 1,2, As an intermediate goal, we show that

(6.8) ™1 (L, (0) N, (0)) C {: |¢hn(x) — ()| Sy 0}
For any (z,y) € I';,(0) N T, (0), there exist (z;,w;) € I'; such that

Then by using triangle inequality as (6.4) we can get | (z) — ¥2(x)| Sy 0, which
proves (6.8). If we write G(z) = ¢ (z) — ¥2(x), then by assumption (1.1)

(6.9) |G ()] = [¥i(x) = ¥o(2)] = [/ (2 — 1) — (@ — 22)| 2y |21 — 32

As a consequence, (6.7) follows by combining (6.8) and (6.9). This completes the
proof of Proposition 6.1. U

Appendix A. An incidence estimate

In this appendix, we sketch the proof of Theorem 5.1 which we restate as follows.
This is a modification of the proof of |7, Theorem 5.2], but for completeness we
include here. Again, by using Remark 5.20, the estimate (A.2) with a J~“-error also
holds for any s € [0,1] and ¢ € [0,2] with s +¢ < 2.
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Theorem A.1. Let s € [0,1) and t € [0,2) such that s+t < 2 and let A, B > 1.
Assume P C Dy is a Katz—Tao (6,t, A)-set, and for each q € P there exists a Katz—
Tao (0,5, B)-set F(q) C {p € Ds: pNTy(0) # 0}. Write F := J,cp F(q). Then

(A-2) > |F(q)l Spes VO TABIF[IP].

qeP

Proof. Step 1: initial reduction. Since 1) is strictly convex, I' can be divided into
the decreasing part I'” and the increasing part I't. For each ¢ € P, let [, (6) and
['7(0) be the d-neighborhood of T'; := ¢ +1I'" and I} := ¢ +I'" respectively, then it
is easy to see

r,(6)=T,(5)u F;(é).
Moreover, we define

F(q):={pe Flq): pnT () # 0}, F'(q):={p€ Flq): pNT;(9) # 0},
then either > |F(q)| ~ >, [F(@)] or > [F(@)] ~ >, [F*(g)|. Without loss of
generality, we may assume the latter case and denote I'J(0) and F*(q) still by I'(d)
and F(q) respectively.

Moreover, we divide F into four sub-families, say F;; with ¢,j € {0,1}, where
Fij is the collection of é-cubes in F with upper-right vertex (md,nd) satisfying
m =i,n = j (mod 2). By translating the configuration if necessary, we may assume
that every dyadic d-cube in F has upper-right vertex in (6(2Z + 1))

Step 2: constructing less concentrated pockets. Fix a dyadic number w € [0, 1], we
aim to construct a set of dyadic d-cubes F,, contained in [0, w]?. Let C be a standard
s-dimensional Cantor set on [0,w] and let C(0) be its d-neighborhood. Define F,
as the set of dyadic d-cubes with upper-right vertices (md,nd), where m,n € Z,
1 <m,n < % and either md or nd belong to C(d). An easy observation shows that

|Fol S (%) and for any positive number d € [J,w] we have:

(A.3) [{m: md € C(8) N[0, d]}| 2 (£)°.

Step 3: fixing over-concentrated pockets. We want to replace the over-concentra-
ted pockets in F by less concentrated pockets constructed in Step 2 so that F will
be replaced by a weighted Katz—Tao (6, s+ 1, 0(B))-set F'. Fix w € [6,1]N27N. Let
W be the set of cubes in the family (J;. ., D., that contain > B(%)'** cubes in F.
Let R be the maximal elements of VW, which means any p € R cannot be contained
in other cubes in W. It is clear that R is a disjoint family of dyadic cubes. Before
constructing F’, we need to verify the following technical lemma.

Sublemma A.4. Let F, be the set constructed in Step 2. For any q € P, we
have

(A.5) B|{p € Fo: pNT(0) # 0} 2y [F(q) N[0, w]?].

Proof. Fix q € P, we may assume that there exists p € F(q) N[0, w]? # 0. Let d
be the length of the projection of T, (6) N[0, w]? onto z-axis. Note that this projection
is a consecutive interval due to the reduction in Step 1. We also assume that I';(d)
intersects the left or right edge of [0,w]?. Otherwise, if T';(§) intersects the bottom
or top edge of [0, w]* we can instead consider projection of T'y(§) N[0, w]* onto y-axis.

If d > 9, then I';(9) intersects at least one cube in F, with upper-right vertex
(md, nd) for each md € C(6) N[0,d] (if I',(0) intersects the left edge) or méd € C(d) N
[w—d,w] (if I';(d) intersects the right edge). Thus we deduce by (A.3)

{p € ForpnTy(0) # 0} 2 ()"
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If d < ¢ and T',(9) intersects the left edge of [0,w]?, we claim that the upper-right
vertex (z,,y,) of p equals (§,nd). Otherwise z,, > 34 since (z,, y,) lies in (6(2Z+1))%
But this will cause d > 2§, which is a contradiction. If I';(d) intersects the right edge
of [0,w]?, the same argument shows that (x,,y,) equals (w — 6,nd) where w — § €
C(0) N 0Z. Combining the two cases gives

{p € For pNTy(8) # 0} 2 max{1, (§)}.
On the other hand, by assumption (1.1) and simple geometric argument, we see that
[',(0) N[0, w]? is contained in a ball with radius ~ d and F(q) N[0, w]? is contained
in a ball with radius ~y, (d + ). Since F(q) is a Katz-Tao (6, s, B)-set, we infer
F (@) N [0,0]?| Sy B(5?)* < Bmax{1,(§)°} S Bl{p € Fo: pNTy(8) #0}|. O

We are now ready to construct F'. For each @ € R N D,, let F(Q) be a
translation of F,, placed in @), then define

F={peF:pg UR}U |_| F(Q).
QER
Next, we associate F' with a weight function

_ )b, iprUQeR]:I(Q),
w(p).—{L iftpe{pe F:pg UR}.

Let 7 :={l;(9): ¢ € P}. Then the following properties are easy to verify:

(P1) 2oper w(p) S1F| and 32 cp [F(@)| S Zu(F', T);

(P2) F'is a weighted Katz—Tao (6, s + 1, O(B))-set.
Indeed, note (A.5) holds if [0,w]? is replaced by any @ € D, and F, is replaced by
F'(Q), then for any ¢ € P and @Q € R we have

Y. wp)=Bl{pe F(Q):pNTy(0) # 0} Zu |F(@) N Q|
PEF(Q)NT4(5)
which implies [ F(q)| < Zw(F', T). Moreover, from Step 2 we know
> wlp) SBE)TLIFNQ
PeF'(Q)

for each @ € R, thus ) . w(p) < |F| and proves (P1). Property (P2) is clear by
definition of F’. Finally, we apply Corollary 5.16 to get (recall s + 1+t < 3)

S 1F @) S Tl FT) S \/wABm S w(p) S VEABPIFE. O

q€P peEF’
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