Annales Fennici Mathematici
Volumen 51, 2026, 17-30

Logarithmic upper bound for weak subsolutions
to the fractional Laplace equation

Zheng Li

Abstract. In this note, we present a logarithmic-type upper bound for weak subsolutions to
a class of integro-differential problems, whose prototype is the Dirichlet problem for the fractional
Laplacian. The bound is slightly smaller than the classical one in this field.

Murtoasteisen Laplacen yhtélén heikkojen aliratkaisujen logaritminen ylidraja

Tiivistelma. Téassd tyossé esitetddn logaritmistyyppinen yldraja murtoasteisen Laplacen ope-
raattorin Dirichlet’n ongelmaa yleistdvin integraali—differentiaaliyhtdléiden luokan aliratkaisuille.
Saatu raja parantaa hiukan alan klassista tulosta.

1. Introduction and main result

Let © C RN be a bounded domain with N > 2s for some s € (0,1). We consider
the following integro-differential problem

Lu=f, in §Q,

1.1
(1.1) u=0, inRY\Q,

where £ is a non-local operator, whose prototype is the fractional Laplacian, defined
in the principle value sense as

_ Az, y)(u(z) — uly))
Lu= P.V. /RN o — gV dy,

where A is bounded and measurable, and satisfies A(z,y) = A(y,z), 0 < A <
A(z,y) < A for constants A, A > 0. Moreover, we assume f € LI((2), where ¢ > 2.

Under these assumptions, we recall the following well-known definition of weak
subsolutions to problem (1.1).

Definition 1.1. We say that v € H*(RY) with « < 0 on RM \ Q, is a weak
subsolution to the problem (1.1), if it satisfies

3 [ [ A ) - ut)ol) - o)) din < [ fods

for any test functions ¢ > 0 € H*(RY) with ¢ = 0 in RY \ Q, where du =

Remark 1.1. The assumptions ¢ > 2% and N > 2s ensure that the above
definition is well-posed. For more details, see Remark 2.2.17 in Chapter 2 of [3].
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For the linear elliptic equations with bounded and measurable coefficients (i.e.
when s — 17), many monographs established the boundedness result for subsolutions
to (1.1), in particular, the following estimate holds

N
(1.2) lusllz=) < Cllflleae,  fora> =,

where the constant C' depends on €2, N and ¢q. Interested readers may refer to
(2, 5, 6, 8, 12] for further details.
In the fractional setting, similar results have also been established, see, for ex-

ample, [3] and [4]. If u is a subsolution to problem (1.1), then there exists a constant
C=C(Q,N,q,s,A), such that

N
(1.3) lutllz=@) < Cllfllzae.  forg> .

The purpose of this note is to provide a logarithmic-type upper bound for subsolu-
tions to problem (1.1), which refines the classical estimate (1.3). Since the well-known
result like (1.3) exists, we always assume throughout that . is bounded. Our main
result is stated in the following theorem.

Theorem 1.1. Let u be a weak subsolution to problem (1.1). Then

)

| f1 L)
(14) ol < Ol llog <W b1) 41
L% (@)

where g > 2—]\2 and C depends only on A\, N, q, s.

Remark 1.2. The right-hand side of (1.4) is smaller than the corresponding
term of (1.3), and the ratio 2@ yeflects how much larger the Li-norm of f is

. N
compared to its L2s-norm.

1.1. Novelty and significance. For uniformly elliptic equations, the index
g > % in inequality (1.2) is known to be sharp (for N > 3) in the scale of Lebesgue
spaces when deriving the boundedness result. This naturally raises the question of
whether an improved upper bound can be obtained that still involves the L norm
of the datum f. Xu [13] was the first to provide an improvement by establishing a
logarithmic type upper bound for weak subsolutions. Theorem A in [13] states that
if u is a subsolution to a uniformly elliptic equation, there exits a constant C', such
that

N
, forg>—.

1 f Iz
[y | o) < CHfHL%(Q) llog ( +1]+1 5

171, % o

Subsequently, Cruz-Uribe and Rodney [1] extended this type of result to de-
generate elliptic equations, showing an L* bound for the subsolutions when the
nonhomogeneous term f belongs to a class of Orlicz spaces with the norm L4((Q),
where A = A(t) = t7 log (e +1)?, with ¢ > o’ > 0. Moreover, they argued that
this condition on ¢ and ¢’ is almost sharp supported by a counterexample (Example
1.10 in [1]). Then, they also gave an L> upper bound for weak solutions with a
logarithmic-type dependence on the Orlicz norm of f.

Motivated by these results, we turn to the case of the fractional Laplace equation.
We believe the sharpness of the index ¢ > & for the boundedness result is likely

2s
already known in the literature. However, despite our best efforts, we were unable



Logarithmic upper bound for weak subsolutions to the fractional Laplace equation 19

to find any explicit claims or counterexamples that confirm this sharpness in the
context of L*> bounds for weak subsolutions. What we did find instead was a closely
related conclusion of the continuity of solutions, specifically, in Corollary 1.3 of Kuusi,
Mingione and Sire of [7], which points to a similar threshold condition.

To address this gap and make our work more complete and accessible to readers,
we construct a concrete counterexample showing that the condition ¢ > Zﬂs is indeed
optimal for ensuring boundedness when N > 2. Interestingly, our example also
proves the sharpness of the assumption for the measure used in Corollary 1.3 of [7].

Building on this foundation, we prove Theorem 1.1 using Moser iteration with an
exponential-type test function, inspired by the techniques in [1, 13]. The difference
lies in the treatment of the nonlocal terms that arise due to the exponential test
function. We establish several crucial inequalities by Newton-Leibniz formula in
Section 2 to deal with these issues.

1.2. Structure of the paper. In Section 2, we introduce several crucial lemmas
which are instrumental in the proof of Theorem 1.1. In Section 3, we give the proof
of Theorem 1.1. Finally, we state an example in Section 4 to show the index g > 2—]\;
is sharp, for N > 2, in order to get the L™ result.

Acknowledgements. This work was completed during the author’s study at the
University of Pavia, supported by a grant of the China Scholarship Council. The
author thanks Prof. Guo for suggesting this problem and is grateful to Prof. Gianazza
for his valuable guidance and insightful discussions, which greatly helped to improve
the final version of this manuscript.

2. Main tools

In this section, we present several Lemmas that are essential for implementing the
Moser iteration technique. The first Lemma provides a formula analogous to what
one could obtain using the chain rule when applying a local differential operator to
the exponential function e”.

Lemma 2.1. For any s, t € R, and any fixed « > 0, we have the following
inequality
1, a
(S . t)(eas o eat) P (653 —e t)2 .

e

e

Proof. First, for the case s > t, we have
S
e — e = a/ e dm < ae*(s —t),
t

whence, we deduce

1

(8 . t)(eas _ eat) > (eas _ eat)Q _ —(6%3 o e%tJr%(tfs))Q >
(6%

anéS
For the case s < t, similarly, we have

t
e — e = a/ e dm < ae™(t — s).
S

Consequently, we obtain

(s —t)(e* —e™) = (t — s)(e™ — &) >
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Therefore, the proof of the Lemma 2.1 is complete.

O
The following result is similar to the previous lemma and serves as an alternative

chain rule for polynomial, when working with the nonlocal differential operator.
Lemma 2.2. For any > 1, s,t > 0, we have

(s—t)(s® — %) > % <s% - tﬁa“)z.

Proof. The proof is similar to that of Lemma 2.1; for the reader’s convenience,
we provide the detailed argument below.

First, we consider the case s > t: we have

st = 6/ mP~tdm < BsP71(s —t),
t

whence

B—1\ 2
2 2
sP— B-—1

For the case s < t, we similarly get

t
P — s = 5/ mPtdm < ptP1(t — s);

hence,

Therefore, the proof of the Lemma 2.2 is complete. 0

We now present an auxiliary formula that resembles the change of variables tech-
nique commonly used in the local differential equations.
Lemma 2.3. For any s, t € R and ry, ro, « > 0, we have
(s —t)(r1e® — rqe®) >

Proof. First, when s > t, we have

1 1 .
s—t> e dm = —— (e — ™),
eCVS "

1
a(eas — e (ry —13).

aeas
and
s 1
s—t<— [ edm= (e — e).
eat ¢ aeat
Thus,

(s —t)(rie™ — ree®) = (s — t)rie® — (s — t)rqe™ > n

@
as __ ot
(e e
- (ry —ra).
When s < t, we similarly have
1 : 1 .
&eat (60{ _ 60{5) S t — 5 S aeas (ea _ eas)
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Consequently,

(s —t)(r1e™ — roe®) = (t — s)(ree® — 1r1e®®) = (t — 8)ree®™ — (t — 5)r1e®*

T2 at as 1 at as (eat e’
> = — — = —
> (ot ey = Dot ey = S, )
B (eas _ eat)
= o (r1—12)
Therefore, the proof of the Lemma 2.3 is complete. U

The following fractional Sobolev embedding lemma is well known, for the detailed
proof, see [Proposition 15.5, 9], [10].

Lemma 2.4. Let u € H*(RY) with s € (0,1), we have

1
‘ 2
dyd )

The following result 1ndlcates the exponential integrability of the nonnegative
part of the weak subsolution to problem (1.1).

full oo

Lemma 2.5. If u is a subsolution to (1.1), there exists a € <0, 7CQ||f||AN ),
* Lﬁ(

such that

2aN 2>\|Q| N+2$ LQS N-—2s
€N725“+(5’3) dr < : _'_ ‘Q‘ SN

where C, is the same constant as in Lemma 2.4.
Proof. Taking ¢(z) = e2*“+® — 1 in Definition 1.1 yields,

%/]RN /RN(U(ZL‘) — u(y)) (2@ — 2o W)y gy < /Qf(x)(e%‘“*(@ 1) da.

Taking s = uy (z), t = uy(y) in Lemma 2.1 and then applying Lemma 2.4, we obtain

/RN /RN (u(z) —uly)) (62%+(r) _ e?au+(y)) du
> [ @) ) () = ) g

g/ / 627&14(1) _ 622a“+(y)>2 du

RN JRN
/ / pBup@) _ ] _ (e 20y (y) 1)) dy
RN JRN

zaus (2 Fgs =
> / e — 1’ dx
OZCE Q
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Regarding the right side of (2.1), by the Holder’s inequality, we have

/Qf(x) (2o dx_/f [ —1) +2<e?u+<x>_1>}d:p

2au_ (x) 2NV N;QS
gwmg@(ée ™ )
N27]V25
+2 </S; 62(“;(1) - N 25 dl’) ”fHLN+2s

Combining this with the inequality above, and using the assumption o € (0,

W)’ we have

5 (Q)
1-—— e 2 —1 dx
A Q
RN SN
gz(/e £ ] Smﬁ I1£1
Q
X . 2au () _2N 2N

Without loss of generality, we assume ( fQ ‘e 2 — 1‘N —2 d:p) # 0; then, we
divide both sides of the above equality by this quantity

N—2s 1—_4s
w2\ 2 20Q' 55 £]],
(/ e | d:c) < e =0,
0 (A= aC2fl, )~ (A= aC2fl, 50

The proof is complete. O

LN+25 Q)

N—2s

3. Proof of Theorem 1.1

Due to the homogeneity of the problem (1.1), it is sufficient to assume || f|| Ly =

1. First, we take the test function ¢ = e*“®@y(z), where n(x) = e*¥u+@ — 1.3 > 1
and « takes the values in the interval mentioned in Lemma 2.5, then we have

> [ ) =) = nte) e i) d < [ et

By applying Lemma 2.3 with s = u(z), t = u(y), 1 = n(z), and ro = n(y), we derive
[ = u) e = () dy
RN JRN

> é /R i /R (e — @) () = n(y)) dp.
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Then, from Lemma 2.2 with s = e®+®) ¢ = ¢*+®) and Lemma 2.4, we obtain

1
o / / (e — e W) (y(x) = n(y)) dps
a JrRN JRN
1
1 qus(@) _ gour(y)) (oabur(e) _ gafur(y)
- /sz/ﬂw(e+ NI = )

> 1 / / (P Yy (@) _ o (%mw)) iy
O{/B RN JRN

N—-2

a(B+D)uy (@) o N
e 2 — ‘ dx

>
B 04503 ( 0
On the other hand, for the right side of (3.1), Holder’s inequality yields

1
2%/ 7
/f @) dx</\f )|e” (B+1)u (@ d:L’<HfHLq(Q </ qu) ,
Q
q

where ¢ = L. Combining the inequalities above, we obtain the reverse Hdolder

q—1
N-—2s

(/ eM—wN 2 dx)
Q
1 1
2\ 2 1 1 2q' 2q”
(3) @icdsii [ )"
then,
o e a(B+Duy (@) o =
(/ N—2s da:) S (/ e ) + _ 1)1\7725 dl’) I ‘Q‘N27V25
Q Q
1 1
2\2 1 1 N-2s 1 2q' 37
(2 bty 4] e )
Q

> 1, and set 5“ = x" with n € N, raising

(B uy ()

inequality

a(Zus (@)

IA

e

a(,6+1)u+(ac)
(& 2

() u (@)

Since 2¢' < we define y =

N 2 ) (N— 28)q
both sides of the previous inequality to the power x ™", we obtain

N-—2s
ZNX™ 4 27 n Ln b L= 2
(/ d‘”) = [(—a) T 1, + 121 2?&1"]
Q A
N—2s
X -1 2]\7)("71
X </ dx) .
Q

2Naug (z) | X
e N-2s

a2Nu (z)
e N-2s

By iteration, we get

2Nauy (x) 40{ 2()( 1)
e N-2s < X I)CX 1 (x— 1)2
=52 < () e
N—2s 1 1 a2Nu (x) %
x (|0 5 4 1) /e Y ge) T
Q
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1.e.

1
N — 2s 4o N-2s 1 L
el < S5 s [(_) IR O (Jo e 1)

2N« A
N—2s
2N
d:p) ] .

x ( /
Q
Consequently, applying Lemma 2.5 yields
1
N —2s 4o\ 26-D L x N—2s 1 %=1
”U+”L°°(Q) < <Ta)]0g [( Y ) ”fH2(>< I)Cx 1X(X71)2 (|Q| IN 24 1))( 1

X Lmkﬁ +1Q|
(A —aC?)
(N —2s) [log (HfHLq(Q) + 1) + 1]

1 1 S ,
4N(X 1)0410g<(70‘)2(x—1)0*x—1x(xx1)2(|Q|N2N 2 _|_1> )(ﬂ(g\“& |Q|N2N2>

2aNug (z)
e N-2s

<

where a € (0, (5‘2) This completes our proof. O

4. Example

Example 4.1. For some f € L2 (), there exists a weak solution to problem
(1.1) that is unbounded.

Proof. We set Q2 = B1(0) and define

Inln |71|’ in B1(0),

0, in RV \ B1(0),
and then take

u(z) = v(x)n(x),
(0)) is a radial cut-off function with n =1 in BQL(O), n=0in

where n(x) € C5°(B
B1(0)\ B (0).

It is easy to verify that u € H*(RY); then we take

ml»—t

f(x):P.V./R Mdy, forxGBé(O).

N |z — y[Nies
Claim 1. f(x) is bounded on Bi(0) \ B, (0), where ¢, = &.
Indeed, for z € B1(0) \ B, (0)

fa)=pv. [ “@";ﬁi‘ff 2y

— PV / ule) —ule +2) 4 py / ule) —ule+7) g,
Beg (0) 2| RN\Beg (0) 2|
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For the first term on the right side of the previous equality, since |z£x| > [z|-% > %,
and by applying Taylor’s expansion, there exist parameters 6,6, € (0,1) such that

PV. / ule) —ule t2)
Beg (0) 2|

— lp_V/ w(z) —u(z + z) ]Jvr+q;(g;) —ulw—2)
_— Zi?;N a2 (7 + 612)2i2; + ZZJYJ’N Uy, 5 (T — 022) 22
2 BCTO (0) |z‘N+28
N2 MaxX|y|>< i je[1,N] | D;ju(x) 1 .
a 2 Bey | 2| N+2s—2
2
C(N D R
= max iu(x r
() |z|> 2 i,j€[1,N] | Diju(z)] /0 r2s—1

C(N) (CO>2—25
|z|>

=5 5 (3 max |D;ju(x)] < 4o0.

0707i7je[17

2
As for the second term, we split it into two parts
PV. / ua) _ﬂf 2
RN\ Bey (0) |2V +2s
u(x) —ulx + 2 u(xr) —ulr +z
/ : )‘ |N£23 )der/ : )‘ |N£23 )
{l21> 30 {|z|>|z+2(} o {I21> 5 3 {|2|<|z+2I} z

Regarding the second part, since u(x) = u(|x|) is a decreasing function with respect
to |z|, and |z| > ¢,, we derive

u(z) —u(z + 2) dz < 2u(|00|)/ 1

(zz ey |2V

dz.

/{|z|>cg°}ﬂ{x§|r+z}

>~ 1
:C’(N)u(|cg|)[o o dr

_ CV)v(lel) (@)* < too
s 2 ’

for the first part, by the Fubini’s Theorem, we get

u(x) — ule + 2) S, (e dt
Nt2s dz = N+2s <
{lz[>%}n{|z|>|z+2|} 2| {Iz[>% n{|z|>|z+2(} |2|

|z| 1
= u'(t)/ ———dzdt
/o (1> ynflazl<ey 121N
/xcz" ’(t)/ 1 Do di
= U —dz
0 {el> s pnfleei<ty [2[VF%

o 1
+/ u’(t)/ v dzdt.
ol {e>sednfeotal<ty 2172
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Notice that when ¢ € [0, |z| — %], we have {|z| > 2} N {|z+ 2| <t} = {|Jz+ 2| < ¢t}
Hence,

/|m T2 /< ) 1 ( ) || -2 | /( )| ||+t FN-1
ut/ 7dzdt§C‘N/ u(t dr dt
0 flatal<ey |2[7H2 0 rN+2s

|x|—t
B C(N) |z[—5 , 1 1
25 /0 (@) ((|:E| —t)2=  (Jz +t)25) «

ol
<2 [ wor wooD (G - ) @

(el — 0% (af +1

=% 1 1 1 1
S“MQ+“M*A i Qm—w’%m+w&“
< C(N,s).

For the remaining part, we have

o 1 o .
u'(t)/ —————dzdt g/ \u'(t)\/ ———dzdt
/|m|;° Hel> e Inflatai<y |27 | fai>sy 12172

z|-

< %iv) (%)_2/ W/ (8)] dt

z|—2

C(N o\ —25+1
< ( >(C—) max |u'(t)|
25 \2 telg. 2]
< +00.

Combining all the inequalities above yields

|f(z)| < C(N,s), for |z| € [co,1].

Claim 2. When |z| < ¢,, we have |f(z)] < C(N, s)|z| "> .
al

First, we split f into three parts:

f(o) = P.V./ u(z) —u(z + 2) "

N 2| V+2s
—pv. [ MO | uo) —ulzt7) .
By ) |z |V H2s Baje| (0\Bl () 2|
+ / uo) —ulrtz)
RN\ By, (0) | 2|V H2s
= fi(x) + fa(z) + f3(7).

Then, we analyze f3(z): since 3|z| > |z + z| > || for |z| > 2|z|, applying Fubini’s
Theorem yields
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. / fl‘mﬁﬂl _u/(t)dtd /f’ 2 )/ L
3(7) = z = —u'(t ————dzdt
BBy, ) 12V 2] (lztal>0n {220y |21V

3 —2s 3
< / —(t) / L gedt— CN) (2 / —/ ()t dt
2] (a2 [2VH2 25 \3 ]

SQM@/%W@W%ﬁ+QMQ/%W%W4wt
||

|z

Notice that

El N 1

e 1 - " ( B .
/4 l(t)[t2dt < lnln—/4 2 gy — ) 172 !
| 2| Jja) (ln In ‘—;‘) <1n —463"96‘) , s=1,

x|

and
3

3
e —2s w1 —25— 1 —2s
%‘W@Hzﬁg/ L g < o) a7

al o N7 o

Next, we estimate fa(z); since |z| < & < 5= and |z| < 2|z|, we have

u(z) =v(x) = lnlni, u(rx+z) =v(z+z) =Inln

] e+
then, we split it into two parts,
f(x):/ lnlngll—lnlnﬁdz
i (el <lel <2fal} o421 o]} |22
InIn % —Inln %ﬂ
! /{%Im|§z§2x}ﬂ{lw+z<lml} ‘ |22 e
= fo1(2) + fap(2).
Regarding fo1(z), from the Mean Value Theorem we have
I (x)</ lnln%'—lnlnmd
T T el oo ol2len |2 Ve

1 1

/ lnlnm—lnlnmd
< z
(L lal<|z1<2l]} 2|V H2e

< / 2 Ly
z

_ 2 s—

(Ljel<lsi<afely 2] I gy |2 V21

C(N) /2|a:| TNfl "

C(N)
\x\lnﬁ’ §

C(N) —2s 1,.]—2s
m(pﬂ % — |3z 7%),

V,)
N
N[—= D=

IN
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Next, we estimate f;2(z), from Fubini’s Theorem, we get

= _q 1
fa2() :/ / dzdt
0 thl% {Llz|<|z1<2lm }n{ |z +2| <t} |Z| e
szl 4 / 1
= — dzdt
/0 I S 3 icpei<apenfias i<y 21772

el 1 1
+/ 1/ Sdzdt
Lo tIn g J (L pi<iai<olenfeta <o 121V

Since {|z + 2| <t} C {&|z] < |2] < |z|} for ¢ € [0, 1]z|], we obtain
alel 1 / 1
dzdt
/o I3 S ol <pat<atapyngios i<y 12172

alel 1
2
= —_ dz dt
/o tln ¢ /{x+z|<t} || V+2s

ooy [ L L
< —_— t
= ( )/0 tln% /|1-|t |,r‘1+28 r

_ C(N) /%x 1 11 dt
25 Sy thnd \(Jz] -8 (x| +0)* ’

1 1 4s C(s)t?
_ < + ;
(o[ =02 (o] 102 = =t " Jafps+

as

then, we have

/O%IJC| ui_ <<|:c\ it) (] it)%) “

\z\

]
C(s) [z t Ly 1
|x|28+1 / l |x|28+2 0 Int dt < C(S)m In L

s t nx\

As for t € [M |z|], by direct computation, we have

el / 1
- dz dt
1 s
/;m“nz (Llal<lsl<2lelin{lo+s1<ey 121V

C(N) [z 2V 2
L E N =NV s~
= |[L‘|1n|?1| 2 |.T‘N+28 | ‘ ( ,S)‘SU| ln i‘

Finally, we deal with fi(x): since |z + z| € [%, %} C [%, ﬁ}, applying Taylor’s
expansions yields

f(x) = lP.V./ u(x) —u(r + 2) +u(zr) —u(z — 2) ’
B 0

2 |Z|N+2$

N 82u(x+93z

N 82u (x—042)
. 1 / - El 1 E 8x18$1 zlz.] ZZ 1 Z 8$zaxj ZZZ]
B

L | 2| N+2s

zZ.
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Here, if i # j, we have

‘8%(:6) 1 1 1
0z;0z; (In |71|)2 |z[*  In ﬁ lz|* | ~ |2 In & \:v\
and for i = j
Pu(x)| | 3a? 1 4
or? | ||a4ln ] CJzPPIn L Tl ~ |z2n & |m|
Consequently,
SL’+93Z DPu(x — 0,2) 4N2|z|?
— . il < )
Z Z O0x;0x; Z Z O0x,;0x; T Owor; | = |z)21n &
i=1 j=1 i=1 j=1 ||
Thus,
N 0%u(xz+0s3z N  9%u(z—04z
ZZ 1 Z dz; ;:::3 Ri%j — Zz 1 Z 85:181] )Zizj
N+2s dz
Bla 2]
||
4N? 1 C(N 2 1
S / Nz W2 = 2< )1 / 21 A7
|| In & To] B%L(O) |2| |z lnm o T
—2s 1
||
Adding together the previous inequalities, we get
1
|f(z)] < C(N,s)7——7 forxz e B1(0).
|z|2s In Tl Ge
Finally, combining Claim 1 and Claim 2 immediately yields f € L2 (B1(0)). O
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